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ABSTRACT

We propose a non-standard semantics for Alternating-time
Temporal Logic with incomplete information, for which no
commonly accepted semantics has been proposed yet. In our
semantics, formulae are interpreted over sets of states rather
than single states. We also propose a new epistemic opera-
tor for “constructive” knowledge, and we show that the new
language is strictly more expressive than existing solutions,
while retaining the same model checking complexity.
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1.2.11 [Artificial Intelligence|: Distributed Artificial In-
telligenceMultiagent Systems; 1.2.4 [Artificial Intelligence]:
Knowledge Representation Formalisms and Methods—Modal
logic
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Theory
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1. INTRODUCTION

ATL [1] is probably the most important logic of strategic
ability that has emerged in recent years. A combination of
ATL and epistemic logic, called ATEL, was introduced in [9]
to enable reasoning about agents acting under incomplete
information. Still, it has been pointed out in several places
that the meaning of ATEL formulae is somewhat counterintu-
itive. A number of ATEL updates were proposed to overcome
this problem [3, 5, 8, 6, 10, 2|, yet none of them seems the
ultimate definitive solution. Our aim is to come up with a
logic of ability under incomplete information which is both
general and elegant.

In this paper, we propose a non-standard semantics for
the logic of strategic ability and incomplete information. In
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the semantics, formulae are interpreted over sets of states
rather than single states. This reflects the intuition that the
“constructive” ability to enforce ¢ means that the agents in
question have a single strategy that brings about ¢ for all
possible initial situations and not that a successful strat-
egy exists for each initial situation (because those could be
different strategies for different situations). To do it in a flex-
ible and general way, the type of the satisfaction relation in
our proposal forces one to specify the set of initial states ex-
plicitly. In consequence, we write M, Q = (A)p to express
the fact that A must have a strategy which is successful for
all states in ). We also propose a new epistemic operator
for “practical” or “constructive” knowledge that yields the
set of states for which a single evidence (i.e., a successful
strategy) should be presented (instead of checking if the re-
quired property holds in each of the states separately, like
standard epistemic operators do).

2. WHAT AGENTSCAN ACHIEVE

In this section, we present a very brief overview of ATL
and its extensions for agents with incomplete information.

Alternating-time Temporal Logic. ATL [1] can be under-
stood as a generalization of the branching time temporal
logic ¢TL, in which path quantifiers are replaced with so
called cooperation modalities. Formula (A)¢, where A is a
coalition of agents, expresses that A have a collective strat-
egy to enforce ¢. ATL formulae include temporal operators:
“O” (“in the next state”), O (“always from now on”) and
U (“until”). The semantics can be defined using concurrent
game structures, each including a set of agents Agt, states
St, actions Act, and atomic propositions I1, plus a valuation
w : St — P(II). Function d : Agt x St — P(Act) defines
actions available to an agent in a state, and o is a transition
function that assigns the outcome state ¢' = o(q, a1, ..., ax)
to state ¢ and a tuple of actions (a1, ..., o) that can be ex-
ecuted by Agt in q. A strategy s, : St — Act is a conditional
plan that specifies what a € Agt is going to do for every pos-
sible situation. A collective strategy Sa is a tuple of strate-
gies, one per agent from A C Agt. A path A in model M is
an infinite sequence of states that can be effected by subse-
quent transitions. Function out(gq, Sa) returns the set of all
paths that may result from agents A executing strategy Sa
from state ¢ onward. Informally speaking, M, ¢ = {(A)p iff
there is a collective strategy Sa such that ¢ holds for every
A € out(q, Sa).

Alternating-time Temporal Epistemic Logic. ATEL [9] adds
to ATL operators for representing agents’ knowledge: K,p



reads as “agent a knows that ¢”. Additional operators E4¢p,
Cap, and Dy refer to “everybody knows”, common knowl-
edge, and distributed knowledge among the agents from A.
Models for ATEL extend concurrent game structures with
indistinguishability relations ~i,...,~;C @ X @ (one per
agent) for modeling agents’ uncertainty. Then: M, q = Ka.p
iff ¢ holds for every ¢’ such that g ~, ¢’.

Relations ~%, ~9 and ~%, used to model group epis-
temics, are derived from the individual relations of agents
from A. First, ~% is the union of relations ~,, a € A. Next,
~9 is defined as the transitive closure of ~%. Finally, ~% is
the intersection of all the ~,, a € A. Then, for X = C, E, D:
M, q = Kag iff @ holds for every ¢’ such that ¢ ~% ¢

Problems with ATEL. It has been pointed out in several
places that the meaning of ATEL formulae is somewhat coun-
terintuitive [3, 5, 6]. Most importantly, one would expect
that an agent’s ability to achieve ¢ should imply that the
agent has enough control and knowledge to identify and ez-
ecute a strategy that enforces . This problem is closely re-
lated to the distinction between knowledge de re and knowl-
edge de dicto, well known in the philosophy of language [7].
Several variations on “ATL with incomplete information” have
been proposed, yet none of them seems definitive. We sum-
marize the most important proposals below.

ATL;. In the logic of ATL; [8], cooperation modalities are
presented with a subscript: ((A))s to indicate that they ad-
dress agents with imperfect information and recall. Agents
are required to use uniform strategies, i.e. ones that specify
the same choices in indistinguishable states (if ¢ ~, ¢’ then
sa(q) = s4(q")). Formula {(A))irp holds in M, q iff there is
a uniform collective strategy Sa such that, for every a € A,
q' such that ¢ ~, ¢, and path A € out(q’,Sa), we have
that o is true for A. In other words, there is a strategy such
that everybody in A knows that executing this strategy will
bring about . Note that it is not possible to express that
A have common knowledge about the successful strategy, or
that they can identify it if they share their knowledge etc.

Alternating-time Observational Temporal Logic. ATOL, pro-
posed independently in [5], follows the same perspective as
ATL;-. However, it includes also epistemic modalities in the
object language (like ATEL), and it offers a richer language of
strategic operators to express subtle differences between var-
ious kinds of collective abilities. The reading of (A)) )y
is: “group A has a (memoryless uniform) strategy to enforce
o, and agents I' can identify the strategy as successtul for
A in the epistemic sense K”. That is, M, ¢ |= (A)cm)e iff
there is S4 for every a € A, ¢/ such that ¢ ~% ¢’, and path
A € out(q’,Sa), we have that ¢ is true for A. We observe
that model checking ATL;» and ATOL is NP-complete in the
size of the model and the formula [8, 4, 5].

“Feasible ATEL”.  The update of ATEL from [6] extends
ATEL with new modalities: (A, (AN, (AN, ((A))’}(G

and ((A))’]‘%, very similar to the ones of aTon. The NP-
completeness result carries over to “Feasible ATEL” (it sub-
sumes ATL; and can be seen as a subset of ATOL).

Other Approaches. Epistemic Temporal Strategic Logic [10]
focuses on the concept of undominated strategies; in a way,
{(A)¢ in ETSL can be summarized as: “if A play rationally to
achieve ¢ (meaning: they never play a dominated strategy),
they will achieve ¢”. Another, very recent proposal [2] ap-

proaches the problem of strategic abilities within the frame-
work of sTIT (the logic of seeing to it that). We do not
discuss these proposals further here due to lack of space.

In the original formulation of ATL, agents were assumed to
have perfect recall of the game, in the sense that they could
base their decisions on sequences of states rather than sin-
gle states. Variants of ATL for perfect recall and incomplete
information include ATL;r [8] and ATEL-R* [5]. However, as
agents seldom have unlimited memory, and logics of strate-
gic ability with incomplete information and perfect recall
are believed to have undecidable model checking [1, 8|, we
do not investigate this kind of ability here.

3. NEW SEMANTICS FOR ABILITY AND
KNOWLEDGE

ATOL covers more cases than ATL; and “Feasible ATEL”,
and it is not committed to any notion of rationality (unlike
ETSL). One major drawback of ATOL is that it vastly in-
creases the number of modal operators necessary to express
properties of agents. For team A, a whole family of coop-
eration modalities ((A))x ) is used to specify who should
identify the right strategy for A, in what way etc. It would
be much more elegant to modify the semantics of “simple”
cooperation modalities ((A)) and/or epistemic operators, so
that they can be composed into sufficiently expressive for-
mulae. However, the property of a strategy being successful
(under incomplete information) with respect to goal ¢ is not
local to the current state; the same strategy must be suc-
cessful in all possible “opening” states. In order to capture
this feature of strategic ability, we change the type of the
satisfaction relation |=, and define what it means for a for-
mula ¢ to be satisfied in a set of states @@ C St of model
M. To our best knowledge, nobody has used this kind of se-
mantics yet. Moreover, we extend the language of ATEL with
unary “constructive knowledge” operators K,, one for each
agent a, that yield the set of states, indistinguishable from
the current state from a’s perspective. Constructive com-
mon, “everybody’s” and distributed knowledge is formalized
via operators C4,E4, and D4.

3.1 Language and Semantics

The language is defined formally as follows:

pu=pl-p|~e|lone| (A)Op | (A)De | (AU e |
Cap | Eap | Dap | Cap | Eap [ Dap.

The models are concurrent epistemic game structures again,
and we consider only memoryless uniform strategies. Now,
we define the notion of a formula ¢ being satisfied by a
set of states @ in a model M, written M,Q E ¢. We
will also write M, q |= ¢ as a shorthand for M, {q} = ¢.
Let img(q, R) be the image of state ¢ with respect to rela-
tion R, i.e. the set of all states ¢" such that ¢Rq. More-
over, we use out(Q, Sa) as a shorthand for Uge gout(q, Sa),
and img(Q, R) as a shorthand for Use gimg(g, R). The new
semantics is given through the clauses below. Individual
knowledge operators can be derived as: K, = C{q.1¢ and
Kap = Crayp.

M,QkEp iff pemn(q)for every q € Q;
M,QFE —~p iff M,Q W ¢;

M,Q FE~¢ iff M,q}~ o for every g € Q;
M, QFEenNy it M,QF pand M, Q = ¥;



M, {(A) O¢ iff there exists Sa such that, for every
out(Q, Sa), we have that M, {A[1]} | ;'
)

QF
Ae

,Q E (A)Op iff there exists S such that, for every
Ae

QF

=

out(Q, Sa) and 7 > 0, we have M, {A[i]} E ¢;

{(A)pUp iff there exists S4 such that, for every
A € out(Q, Sa), thereis i > 0 for which M, {A[i]} E ¢
and M, {A[j]} E ¢ for every 0 < j < i;
M,QEKap iff M,q = ¢ for every g € img(Q,~%),

M,Q [ Kap iff M,img(Q,~%) | ¢ (where K = C,E,D
and K = C, E, D, respectively).

M,

3.2 Expressing Agents’ Strategic Abilities

M,q = Ki{{a)p expresses the fact that a has a single
strategy that enforces ¢ from all states indiscernible from
q, instead of stating that ¢ can be achieved from every
such state separately. Note that the latter property is very
much in the spirit of standard epistemic logic, and indeed
can be captured with the standard knowledge operator (via
Ko{(a)p). More generally, the first kind of formulae refers
to having a strategy “de re” (i.e. having a successful strategy
and knowing the strategy), while the latter refers to having
a strategy “de dicto” (i.e. only knowing that some success-
ful strategy is available; cf. [5]). Note also that the prop-
erty of having a winning strategy for the current state (but
not necessarily even knowing about it) is simply expressed
with ((a))p. Capturing different ability levels of coalitions
is analogous, with various “epistemic modes” of collective
recognizing the right strategy.

THEOREM 1. Let ¢ be a formula of ATL;., ATOL or “Fea-
sible ATEL”, and let tr be as follows:
tr(p) =p
tr(p A1) = tr(p) A tr()
tr(Oyp) = Otr(p)

tr((A)irp) = Ea(A)p
tr({AN o) = (Ahe

tr((AN, ») = Ke((ADe
tr(Kap) = Katr(y)

where K= C,E, D and K= C,E,DD, respectively. Then:

M,qE ¢ iff M,qk tr(e).

REMARK 2. The new language is strictly more expressive
than ATL;., ATOL etc.: for example, formula EaAEA(A)¢
cannot be expressed in any of the former logics.

3.3 Modd Checking

We define general model checking as the problem that asks
whether formula ¢ holds in model M and set of states Q.
Let mctl(p, M) be a ¢TL model checker that returns the set
of all states that satisfy ¢ in M. Below, we sketch algorithm
mcheck(p, M, Q) that returns “yes” if M, Q = ¢ and “no”

otherwise, running in nondeterministic polynomial time.

tr(—p) = ~tr(p)
tr(Op) = Otr(p)
tr(eU ) = tr(p) U tr(v)
tr({A)xrye) = Kr(A)e
tr({A)ke) = Ka(A)p
tr(( ANy, ) = ~K~ (A

o Cases p=p, 0=, p =~1h, 0 =1 Atha, 0 = Kaif:
straightforward (proceed as usually).

e Case p = Kat: return mcheck(p, M, img(Q, ~%)).

e Case p = ((A)) O run mcheck(yp, M, q) for every q €
St, and label the states in which the answer was “yes”

'By A[i], we denote the ith position on A (starting from 0).

with a new proposition p. Then, guess the strategy
of A, and “trim” model M by removing all the transi-
tions inconsistent with the strategy (yielding a sparser
model M’). Return “yes” iff @ C mctl(AOp, M). |For
other temporal operators: analogous.|

Note that all the relevant strategies can be guessed be-
forehand, as a single complex (but still polynomial) witness
(cf. [4]), which gives us the following result:

THEOREM 3. General model checking for our logic 1s NP-
complete in the size of the model and the formula.

4. CONCLUSIONS

In this paper, we propose a non-standard semantics for
the modal logic of strategic ability under incomplete infor-
mation, in which formulae are interpreted over sets of states
rather than single states. Moreover, we introduce new epis-
temic operators for “constructive” knowledge. It turns out
that, in this new semantics, simple cooperation modalities
{(A)) can be combined with “constructive” epistemic opera-
tors into sufficiently expressive formulae. Indeed, the new
logic is strictly more expressive than most existing ATL ver-
sions for incomplete information, while it retains the same
model checking complexity as the least costly of them. The
philosophical dimension of constructive knowledge is also
natural: the constructive knowledge operators capture the
notion of knowing “de re”, while the standard epistemic op-
erators refer to knowing “de dicto”. We believe that we have
finally obtained a satisfying logic of agents’ strategies under
uncertainty, and at the same time came up with novel, mean-
ingful epistemic operators that capture important properties
of the interaction between knowledge, action and ability.
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