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#### Abstract

Dealing with imprecise quantities is an important problem in scientific computation. Model parameters are known only approximately, typically in the form of probability density functions. Unfortunately there are currently no methods of taking uncertain parameters into account which would at the same time be easy to apply and highly accurate. An important special case is operations on independent random variables which occur frequently in obtaining confidence intervals for physical measurements and statistical estimators. In this paper we investigate the possibility of implementing arithmetic operations on independent random variables numerically. Equivalently, the problem can be viewed as propagating approximated probability density functions through arithmetic operations. We introduce a very broad family of distributions which is closed under the four arithmetic operations and taking powers. Furthermore we show that the densities of the distributions in the family can be effectively approximated using Chebyshev polynomials. A practical implementation is also provided, demonstrating the feasibility and usefulness of the approach. Several examples show applications in physical measurements, statistics, and probability theory, demonstrating very high numerical accuracy. These include an interesting problem related to combining independent measurements of a physical quantity, distributions of sample statistics of the Hill's estimator for tail exponents, generalized $\chi^{2}$ distribution, and others. The results are usually extremely accurate, in some cases more accurate than specialized solutions available in statistical packages, and can be achieved with very little effort.


Key words. uncertainty propagation, arithmetic of random variables, numerical approximation
AMS subject classifications. $60-08,65 \mathrm{C} 20,41 \mathrm{~A} 10,26 \mathrm{~A} 15$
DOI. 10.1137/110839680

1. Introduction. Arithmetic operations on independent random variables (i.r.v.'s) occur frequently in scientific computation. For example, obtaining confidence intervals for physical measurements often requires combining several imprecise values in order to obtain the desired quantity. Applications also arise frequently in probability theory and statistics, where most parametric tests are based on such distributions. For example, distributions of means of independent and identically distributed (i.i.d.) samples are obtained by adding the population's distribution several times and dividing the result by a constant. The Student's $t$-statistic is obtained by dividing a normally distributed random variable (r.v.) by a $\chi^{2}$ distributed r.v. Such distributions are sometimes easy to compute (typically for normal populations), but in most cases the problem is intractable, and no closed form solutions exist.

The literature contains solutions for various special cases, but even if such solutions exist for the problem at hand, they can be exceedingly hard to apply. Take, for example, the noncentral $t$-distribution used to compute the power of the Student's $t$ test. Various formulas for its density are available in the literature but require infinite

[^0]summations or evaluation of confluent hypergeometric functions, posing severe numerical problems. Other applications include obtaining confidence intervals for physical measurements, where various quantities with known (or assumed) error distributions are combined using arithmetic operations to obtain the quantity of interest.

We propose a numerical solution to the problem: a software library called PaCAL (ProbAbilistic CALculator), freely available for download at http://pacal.sf.net, which allows for computing with probability distributions as one does with ordinary variables. The distributions are represented using piecewise Chebyshev approximations. When arithmetic operations are performed, the approximation of the result is automatically computed and can be used in subsequent operations. Section 4 contains several illustrative examples which demonstrate the potential of the library.

We also analyze the theoretical aspects of such an implementation by addressing the problem of whether the results of arithmetic operations on approximable distributions remain approximable. More specifically, we present families which contain practically all distributions used in practice and which are closed under the four arithmetic operations and taking powers. Moreover, we show that distributions in those families can be effectively approximated using piecewise polynomial representations. We demonstrate that arithmetic with r.v.'s following distributions outside of our families can result in pathological densities which cannot be approximated; see Example 1.1.

In order to represent probability distributions numerically, several problems need to be addressed. The most important are infinite interpolation intervals and singularities (consider, for example, the $\chi^{2}$ distribution with 1 degree of freedom). Our families include distributions with infinite supports and a finite number of singularities; effective methods of their approximation are described.

High accuracy of the computations and supporting an as wide as possible class of distributions have been the top priorities for us while developing PaCAL. The speed has not been neglected, but, together with the independence assumption, limits the application of the package to large scale problems. We demonstrate, however, a number of nontrivial practical applications where PaCAL gives very accurate results in a matter of seconds.
1.1. Related work. The most important work on arithmetic of r.v.'s is [19]. It describes a general approach to obtaining the resulting distributions analytically by means of Fourier and Mellin transforms. An algorithmic approach is also proposed with distributions represented using $H$-functions, a generalization of hypergeometric functions. Computing product and quotient distributions reduces to simple arithmetic operations on the parameters of those functions. Unfortunately, the family is not closed under addition. Another drawback is the difficulty in computing the values of $H$-functions numerically. The method proposed for obtaining actual densities involves series expansions based on moments, which is often not satisfactory. For example, it will not work unless the distribution has several finite moments. In fact, any reasonable family which includes only distributions with finite moments cannot be closed under division (the quotient of two normally distributed i.r.v.'s is a Cauchy r.v., which has no moments).

Newer work on arithmetic of r.v.'s can be found in [22], where approximations using Laguerre polynomials are used. Formulas for sums and products of i.r.v.'s in such a representation are given. However, as entire densities are approximated with a single expansion, the method is unlikely to handle discontinuities well. No theoretical results are provided on the closure properties of the representation. Later
chapters of [22] (and works by other authors) use so-called envelopes, that is, upper and lower bounds on the cumulative distribution functions (c.d.f.'s). Such methods have the advantage of working with dependent variables, but they offer only rough approximations of the distributions; the bounds become very loose after repeated operations. Our goal is, instead, to provide as accurate as possible results for the practically important case of independence.

In [12], the authors describe a library for arithmetic operations on i.r.v.'s based on symbolic computations using Maple. The functionality of this approach is very similar to that of PaCAL, but the methodology is very different. Symbolic computations are capable of providing exact results, but it is not always possible to express the resulting distributions symbolically.

Some work on arithmetic operations on r.v.'s can be found in the literature on measuring physical quantities. Typically, if errors are relatively small, normality assumption and the delta method are used; for larger errors Monte Carlo simulation combined with histogramming is recommended; see, e.g., [14]. Simulation can handle arbitrary arithmetic operations on (even dependent) r.v.'s, but the accuracy grows only with the square root of the number of samples taken, which means that usually only a few correct decimal digits can be obtained. The problem becomes much more severe in the tails of distributions.

As far as we know, the closeness of our proposed families of distributions under all arithmetic operations and its relation to approximability have not been published before. Some of the theoretical results we introduce (such as tail behavior) were already known for convolutions [9], but the distributions of products and quotients of r.v.'s are much less popular in the literature, and, to the best of our knowledge, most results presented here are either new or stronger than the previous ones. For example, [5] requires the distributions to have all finite moments, while our results are valid even for distributions with no moments. As far as we can tell, the general analysis of the behavior of singularities of probability density functions (p.d.f.'s) is also new and, except for specific cases, has not been previously discussed.

In this work we represent p.d.f.'s using piecewise Chebyshev interpolation with variable transformations to allow for infinite intervals and singularities. Our representation works for a very broad class of distributions including those for which no moments exist. The advantages of the Chebyshev representation are the existence of automatic approximation methods and excellent accuracy on well-behaved functions. Below we discuss other possible representations and compare them with our choice.

Probability density functions are frequently approximated using asymptotic expansions such as the Edgeworth series [16]. The series, however, is not guaranteed to converge even for common distributions, and, like other methods based on moments (or cumulants), the representation is not closed under division. Another approach involves spectral representations such as characteristic functions and Mellin transforms [9, 19], which have the property that arithmetic operations on i.r.v.'s reduce to standard arithmetic on spectral representations. Those methods are not suitable for a general purpose library, as spectral representations of even simple distributions are hard to represent numerically. Take, for example, the uniform distribution on $[-1,1]$, trivially expressible as a piecewise polynomial, whose characteristic function is $\sin (x) / x$, which, due to its infinite periodic pattern, is difficult to approximate numerically.

One may also choose to represent c.d.f.'s, not p.d.f.'s. Using c.d.f.'s has some
advantages, such as being able to automatically handle points with nonzero measure; however, computing the results of arithmetic operations still requires p.d.f.'s which would have to be obtained by differentiation. Differentiation of Chebyshev polynomials (and other representations) is easy but reduces numerical accuracy.

Finally, we need to mention the main motivation for this work: the Chebfun package [1], which implements arithmetic on arbitrary functions by representing them as piecewise Chebyshev polynomials. While PaCAL borrows the main ideas from Chebfun, the contribution of this paper is still significant. By exploiting the specifics of p.d.f.'s, we are able to obtain an implementation which is more efficient and handles infinite intervals and singularities better than Chebfun. Moreover, we give theoretical guarantees which are impossible in the case of arbitrary functions.
1.2. Preliminaries and notation. We consider continuous r.v.'s, by which we mean real valued r.v.'s which possess p.d.f.'s. We do not deal with pathological cases such as the Cantor distribution or other singular distributions.

Let $f, g$ be p.d.f.'s of i.r.v.'s $X, Y$, respectively. We consider r.v.'s $X+Y$, $X-Y, X \cdot Y, X / Y$ formed by arithmetic operations on $X$ and $Y$. The corresponding operations on their p.d.f.'s will be denoted, respectively, by $f \oplus g, f \ominus g, f \odot g, f \oslash g$. Note that, in the literature, the density of the sum is typically denoted using the convolution symbol $*$. We do not use this notation to maintain uniformity over all operations. The expressions $f+g$ and $f-g$ denote the pointwise sum and difference of real valued functions, and $f^{(n)}$ denotes the $n$th derivative of $f$.

Arithmetic operations on r.v.'s. Let $f$ and $g$ be p.d.f.'s. The densities resulting from arithmetic operations on i.r.v.'s following those distributions are given by [19]

$$
\begin{align*}
& (f \oplus g)(t)=\int_{-\infty}^{+\infty} f(x) g(t-x) d x  \tag{1.1}\\
& (f \ominus g)(t)=\int_{-\infty}^{+\infty} f(x) g(x-t) d x  \tag{1.2}\\
& (f \odot g)(t)=\int_{-\infty}^{+\infty} f(x) g\left(\frac{t}{x}\right) \frac{1}{|x|} d x  \tag{1.3}\\
& (f \oslash g)(t)=\int_{-\infty}^{+\infty} f(x t) g(x)|x| d x=\int_{-\infty}^{+\infty} f(x) g\left(\frac{x}{t}\right) \frac{|x|}{t^{2}} d x \tag{1.4}
\end{align*}
$$

If $u$ is a function consisting of $n$ strictly monotone and differentiable pieces $u_{i}$, the distribution of $u(X)$, where $X$ is an r.v. with density $f$, is given by [19]

$$
\begin{equation*}
p(x)=\sum_{i=1}^{n} f\left(u_{i}^{-1}(x)\right)\left|\left(u_{i}^{-1}\right)^{(1)}(x)\right| \tag{1.5}
\end{equation*}
$$

where $u^{-1}$ denotes the inverse of $u$, and, in agreement with our notation, $u^{(1)}$ denotes the first derivative of $u$.

In the next section we present families of approximable distributions which are closed under arithmetic operations. The following example shows that approximability of the results should not be taken for granted, and that operations on seemingly benign distributions can lead to pathological results.

Example 1.1 (quotient of approximable r.v.'s may not be approximable). Let the p.d.f. $f$ be an infinite series of rectangular impulses centered at $4^{0}, 4^{1}, \ldots, 4^{j}, \ldots$, each of width 1 and height $\frac{1}{2^{j+1}}$. The function is approximable by a piecewise polynomial


Fig. 1.1. Illustration for Example 1.1 for $N=3$ and $N=4$. Logarithmic scale is used on the $x$ axis.
function $f_{N}$, consisting of the first $N$ impulses, with an absolute approximation error of $\frac{1}{2^{N+1}}$.
$f \oslash f$ has, however, an infinite number of singularities at points $\frac{1}{4^{-k}}, k=0,1,2, \ldots$, and clearly cannot be approximated in the $\|\cdot\|_{\infty}$ norm using piecewise polynomial functions. Indeed, consider the approximation $f_{N}$ and let $t=4^{-k}$ be fixed:

$$
\begin{aligned}
\left(f_{N} \oslash f_{N}\right)\left(4^{-k}\right) & =\int f_{N}(x) f_{N}\left(x \cdot 4^{-k}\right)|x| \mathrm{d} x=\sum_{j=k}^{N-1} f_{N}\left(4^{j}\right) f_{N}\left(4^{j-k}\right) \cdot 4^{j} \\
& =\sum_{j=k}^{N-1} \frac{1}{2^{j+1}} \cdot \frac{1}{2^{j-k+1}} \cdot 4^{j} \\
& =\sum_{j=k}^{N-1} 2^{k-2}=(N-k) 2^{k-2} \rightarrow \infty, \text { as } N \rightarrow \infty
\end{aligned}
$$

To see the second equality, notice that the integral is equal to a sum over overlapping impulses; the first two factors are the height of the resulting impulse and $4^{j}$, the value of $x$ at its center. Figure 1.1, generated using PaCAL, provides a graphical illustration for $N=3,4$.

The rest of the paper is organized as follows. Section 2 presents the families of approximable distributions closed under arithmetic operations. Section 3 briefly discusses details of our implementation, and section 4 demonstrates its capabilities. Section 5 offers concluding remarks, and the appendix contains the proofs of theorems.
2. Families of distributions closed under arithmetic operations. We require p.d.f.'s and a specified number of their derivatives to be bounded and continuous except at a finite number of points at which they are allowed to diverge to infinity. We will call such points potential singularities of the density function. Note that the p.d.f. (or some of its derivatives) is not required to have a singularity at such a point; the only requirement is that outside those points the p.d.f. and a specified number of its derivatives must be continuous (and consequently bounded outside some arbitrary small neighborhoods of the potential singularities).

We now introduce the families $\mathcal{F}_{k}, k \in \mathbb{N}$, of p.d.f.'s. We say that a p.d.f. $f$ belongs to $\mathcal{F}_{k}$ if there exists an $n \in \mathbb{N}$ and points $p_{1}, \ldots, p_{n} \in \mathbb{R}$ (called potential
singularities of $f$ ) such that the following assumptions hold for all $0 \leq i \leq k$ :
A. $1 f^{(i)}$ is continuous everywhere except at the potential singularities $p_{1}, \ldots, p_{n}$.
A. $2\left|f^{(i)}(x)\right|=O\left(\frac{1}{\left|x-p_{i}\right|^{i+1}}\right)$ as $x \rightarrow p_{i}$, for every potential singularity $p_{i}$ of $f$.
A. $3\left|f^{(i)}(x)\right|=O\left(\frac{1}{|x|^{i+1}}\right)$ as $x \rightarrow \pm \infty$.

One of the main results of this paper, the following theorem, states that the families $\mathcal{F}_{k}$ are closed with respect to all arithmetic operations and under taking powers of r.v.'s.

Theorem 2.1. Let $f \in \mathcal{F}_{k}$ and $g \in \mathcal{F}_{k}$ be p.d.f.'s with potential singularities $p_{1}, \ldots, p_{n}$ and $q_{1}, \ldots, q_{m}$, respectively. Then

1. $f \oplus g \in \mathcal{F}_{k}$ with potential singularities at $p_{i}+q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$;
2. $f \ominus g \in \mathcal{F}_{k}$ with potential singularities at $p_{i}-q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$;
3. $f \odot g \in \mathcal{F}_{k}$ with potential singularities at 0 and at $p_{i} q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$;
4. $f \oslash g \in \mathcal{F}_{k}$ with potential singularities at 0 and at $p_{i} / q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$, $q_{j} \neq 0$.
Theorem 2.2. Let $r \in \mathbb{R}, r \neq 0$, and let $X$ be an r.v. with p.d.f. $f \in \mathcal{F}_{k}$ with potential singularities at $p_{1}, \ldots, p_{n}$. Then the p.d.f. of $X^{r}$ also belongs to $\mathcal{F}_{k}$, with potential singularities at 0 and at $p_{i}{ }^{r}$ for each $p_{i} \neq 0$. For $r \notin \mathbb{Z}$ we assume that $f(x)=0$ for all $x<0$.

The proofs of these theorems and those of the remaining theorems can be found in the appendix. It is clear from Theorem 2.1 that the potential singularity at zero has a special meaning for multiplication and division: the sum and difference of bounded p.d.f.'s remain bounded, but products and quotients can introduce a singularity at zero (consider, e.g., the product of two independent normal r.v.'s). In fact, it is clear that p.d.f.'s having a single potential singularity at zero form useful subfamilies of $\mathcal{F}_{k}$ closed under the four arithmetic operations and taking powers.

Assumptions A.1-A. 3 are not severe, and the families are indeed very broad. Practically all standard distributions used in statistics belong to $\mathcal{F}_{\infty}$, including heavy tailed distributions such as Lévy or Pareto which do not have finite moments. The following result, showing that all asymptotically $k$-monotone distributions belong to $\mathcal{F}$, gives one justification of this fact.

ThEOREM 2.3. If for $0 \leq i \leq k$, $f^{(i)}(x)$ is monotone for $x \geq M>0$ and for $x \leq-M, M \in \mathbb{R}$, then $f$ satisfies assumption A. 3 for $k$.

An analogous result can be proved for monotonicity around singularities. Intuitively, the density needs to contain an infinite number of "bumps" (and the bumps need to be sufficiently high) if it is not to belong to $\mathcal{F}_{k}$.

It is also clear that $\mathcal{F}_{k}$ is closed under linear transformations; if the p.d.f. of $X$ is in $\mathcal{F}_{k}$, so is the p.d.f. of $a X+b$ for $a, b \in \mathbb{R}, a \neq 0$.

A note is needed here on how repeated computations affect the number of singularities in the density functions of their results. Theorem 2.1 implies that the number of singularities can increase with each operation. However, this rarely happens in practice. In the case of addition and subtraction, the singularities in the result become less steep with each operation and eventually disappear completely (typically after just one or two steps) ${ }^{1}$ due to the smoothing properties of convolution. The same is true for multiplication and division, except for the singularity at zero which becomes steeper with each subsequent operation. Such a case is presented in section 4 in the example involving the product of uniformly distributed variables.

[^1]2.1. Approximation of probability density functions. Additionally, it turns out that the p.d.f.'s belonging to $\mathcal{F}_{k}$ can be effectively approximated. We first define a family $\mathcal{F}_{A}$ of functions which will be used to approximate the p.d.f.'s; in short, we will use polynomials combined with transforms to handle infinite intervals. More formally, a function $f$ belongs to the family $\mathcal{F}_{A}$ if there exist $a_{1}, \ldots, a_{n} \in \mathbb{R}$, $n \geq 1$, and an $\alpha \in \mathbb{N}, \alpha \geq 1$, such that

1. $f(x)=P_{0}\left(\left(-x+1+a_{1}\right)^{-1 / \alpha}\right)$ for $x \leq a_{1}$,
2. $f(x)=P_{n}\left(\left(x+1-a_{n}\right)^{-1 / \alpha}\right)$ for $x>a_{n}$,
3. $f(x)=P_{i}(x)$ for $x \in\left(a_{i}, a_{i+1}\right]$ for every $1 \leq i<n$,
where $P_{i}$ are polynomials. The expressions in points 1 and 2 come from the use of variable transform $x=1 / u^{\alpha}, \alpha \geq 1$, which maps the interval $(0,1]$ onto $[1, \infty)$.

THEOREM 2.4. Let $f \in \mathcal{F}_{k}$ with potential singularities $p_{1}, \ldots, p_{n}$ for some $k \geq 0$. Then

1. for every $\epsilon>0$ and $\delta>0$ there exists a function $\tilde{f} \in \mathcal{F}_{A}$ such that $\mid f(x)-$ $\tilde{f}(x) \mid \leq \epsilon$ for all $x$ such that $\min _{j}\left|x-p_{j}\right|>\delta$,
2. if $k>0$, then $P_{i}$ can be obtained using Chebyshev approximations,
3. if $k>1$, then, in addition, the error of the Chebyshev approximation decreases as $O\left(N^{-\min (\alpha-1, k)+1}\right)$, where $N$ is the maximum degree of polynomials $P_{i}$ used in the definition of $\tilde{f}$, and $\alpha \geq 1$ is the constant used in the definition of $\mathcal{F}_{A}$.
In other words, densities in $\mathcal{F}_{k}$ can be approximated with polynomials (using transforms for infinite intervals) except for arbitrarily small neighborhoods around potential singularities. The larger the value of $k$, the easier the approximation. For $k=0$, the theorem guarantees the existence of an approximation, but there is no guarantee on the rate of convergence, and Chebyshev expansions cannot be used to obtain it. If $k>0$, efficient and numerically stable Chebyshev approximations are possible, and when $k>1$, the convergence rate can be guaranteed, with the approximation error decreasing as $O\left(N^{-k+1}\right)$ for a sufficiently large value of $\alpha$. In practice, the distributions are defined using functions which are piecewise infinitely differentiable, so the convergence is very fast.

Let us comment here on approximation of functions with singularities. In practice one uses tricks which make this approximation easier. For example, one might approximate the function $\left|x-p_{i}\right| f$, which may not have a singularity, and multiply the approximation by $1 /\left|x-p_{i}\right|$ to regain the behavior around $p_{i}$. While such methods are useful in practice, the guarantees offered on the absolute error are not any stronger than those given in the theorem above. The handling of singularities in our implementation is described in the next section.
3. A practical implementation. In this section we describe a practical implementation of the proposed methodology. The library called PaCAL (ProbAbilistic CALculator) has been implemented in Python and is freely available at http://pacal. sf.net. We now briefly discuss implementation details such as the approximation and integration procedures used; full details are beyond the scope of this paper. Section 4 shows example applications of the package.

Overall, arithmetic operations on densities $f$ and $g$ are performed as follows. First, potential singularities of the result are obtained using Theorem 2.1. They determine the intervals on which the result will be approximated. For the approximation procedure to work, it suffices that the result be evaluated at a finite number of points. Each such evaluation is performed by directly applying numerical integration to one of the formulas (1.1)-(1.4). The two key components of the package are thus the
approximation and integration routines which will be described in the remaining part of this section.

Approximation. The distributions are represented as piecewise polynomial approximations of their p.d.f.'s. Each approximated piece of the function is called a segment. The endpoints of segments are placed at potential singularities and at plus and minus infinity. Without loss of generality we assume that each segment belongs to one of the following three kinds:

1. a segment on a closed interval with no singularities,
2. a segment on a closed interval with a singularity at one of its endpoints,
3. a segment with no singularities and with one of the endpoints at plus or minus infinity.
Segments of the first kind, which involve no singularities and no infinite endpoints, can be approximated directly, using Chebyshev approximations. It turns out that such an approximation can very easily be achieved using the so-called barycentric interpolation formula [2]

$$
\tilde{f}(x)=\sum_{i=0}^{N} \frac{w_{i}}{x-x_{i}} f_{i} / \sum_{i=0}^{N} \frac{w_{i}}{x-x_{i}}
$$

where $x_{i}$ 's are interpolation points (nodes), $f_{i}$ is the value of the interpolated function at $x_{i}$, and $w_{i}$ 's are weights. We used the Chebyshev nodes of the first or second kind for which the weights $w_{i}$ have a simple form [2]. In this case, the formula is equivalent to performing Chebyshev approximation using other, more expensive, methods. This approach is efficient and very stable numerically. In principle any other approximation method can be used, such as Fourier series.

Infinite intervals. Theorem 2.4 in section 2.1 gives a solution for approximating functions on infinite intervals; using the variable transform $1 / x^{\alpha}, \alpha \in \mathbb{N}, \alpha \geq 1$ guarantees that the error decreases as $O\left(N^{-\min (\alpha-1, k)+1}\right)$, where $N$ is the degree of the polynomial. In the literature [4], the value of $\alpha=1$ is typically used, but Theorem 2.4 shows that higher values can indeed be beneficial. In our implementation we use $\alpha=6$. Additionally, in the tails of the distribution we approximate $\log f(\exp (x))$, the log-log transform of the p.d.f., in order to get good asymptotic behavior for very high values of $x$.

Singularities. Each of the approximated p.d.f.'s has associated with it a set of potential singularities. Outside of this set the function is well behaved, but at those points its behavior can be problematic.

First we need to determine whether a potential singularity is indeed a singularity and, if this is the case, take measures to represent it as accurately as possible. Unfortunately, we cannot determine in advance whether singularities in arguments' p.d.f.'s give rise to a singularity in the result of an arithmetic operation; ${ }^{2}$ we thus try to determine the presence of a singularity numerically, by computing limits. The method we use to represent singularities works well even if there is no singularity at a given point, so the consequences of wrongly classifying a point as a singularity are not severe; typically only a small loss of accuracy occurs.

When a segment is believed to have a singularity at its left endpoint we approximate the log-log transform of $f$ on an interval $\left[p_{i}+\delta, b\right]$, where $p_{i}$ is the potential singularity (segment's left endpoint) and $\delta$ is a small constant. We use $\delta=10^{-50}$

[^2]for $p_{i}=0$ and larger values otherwise. Singularities at the right endpoint are handled analogously. Note that this approach is quite different from what is typically suggested in the literature, ${ }^{3}$ but it proved more robust in our case.

Integration. Numerical integration plays a central role in the implementation. It is used in (1.1)-(1.4) and in computation of moments and c.d.f.'s.

For finite intervals we use Clenshaw-Curtis and Fejér quadratures as described in [20,21]. For integrals on infinite intervals and for integrals of functions involving singularities we use variable transformations to change the integral into a proper integral on a finite interval. Unfortunately, we cannot guarantee that the integrals can be computed for all densities in $\mathcal{F}_{k}$; thus, even though we guarantee that the results of arithmetic operations can be approximated, we cannot guarantee that we can always obtain those approximations. However, this turns out to be possible in almost all practically useful cases.

It is easy to see that for integrals on semi-infinite intervals of functions such that $f=O\left(1 / x^{\beta}\right)$ as $x \rightarrow \infty, \beta>1$, the change of variable $t=x^{\alpha}$, where $\alpha>1 /(\beta-1)$, leads to proper integrals with respect to $t$. Similarly, for improper integrals of a function with a singularity at zero such that $f=O\left(1 / x^{\beta}\right)$ as $x \rightarrow 0,0<\beta<1$, the substitution $t=x^{\alpha}$, where $\alpha>1 /(1-\beta)$, leads to a proper integral. Details can be found in [8, sections 2.12 and 3.1] and [3].

In our implementation, we use $\alpha=6$ for both infinite intervals and singularities, which is sufficient for most heavy tailed distributions like Lévy, Student's $t$, or Pareto distribution with a broad range of parameters, as well as for distributions with "heavy singularities" like the $\chi^{2}$ with 1 degree of freedom. For heavier tails the exponent needs to be increased.

Error estimation. A question arises regarding how to measure the accuracy of the results. Numerical interpolation and integration methods allow for error estimation, and such estimates are available in PaCAL. Our error estimation method for interpolation is based on comparing the interpolated values with function values provided to the interpolator at each new interpolation point; for integration we use the standard approach of taking the difference between successive approximations as the error estimate $[18,8]$.

However, we found that a very useful estimate of the accuracy is the integral of the density over the whole real line (the "zeroth" moment). Since we take no explicit steps to guarantee that the densities integrate to 1 , the quantity $\left|1-\int_{-\infty}^{\infty} f\right|$ is a useful indicator of accuracy which takes into account the accumulation of error over subsequent operations. We call this quantity the $\|\cdot\|_{1}$ error. We noticed that the $\|\cdot\|_{1}$ error is a good indicator of the order of magnitude of other types of errors such as the $\|\cdot\|_{\infty}$ error (see below) or the error in computation of the quantiles. Moreover, this type of error better corresponds to statistical applications, where quantities involving integrals of the density function (such as mean, median, and values of the c.d.f.) are more important than the density function itself.

If, in a given case, the resulting p.d.f. has a closed form expression, we report the maximum absolute difference, on a densely sampled set of points, between the expression and the density computed by PaCAL. We call this difference the $\|\cdot\|_{\infty}$ error. Sometimes, statistics of the result, such as the mean or variance, are available and can be compared with values computed numerically. Since the mean and variance are computed using numerical integration, their accurate values are strong evidence

[^3]that the density itself is also accurate. A rough verification is always possible using sampling and histograms.
4. Experiments and examples. In this section we present examples of how the library is used, some potential applications, and an experimental verification of its accuracy. Let us begin with a short example session:

```
from pacal import *
C = NormalDistr(0,1) / NormalDistr(0,1)
P = C * C; Q = C / C
P.plot()
show()
```

The code divides two normally distributed r.v.'s obtaining a Cauchy r.v. assigned to a variable $C$. Then the quotient $Q$ and the product $P$ of two Cauchy r.v.'s are computed ${ }^{4}$ and their p.d.f.'s plotted. The result is shown in the upper half of Figure 4.1; note the singularity at zero. The distribution also features heavy tails. The lower half of the figure shows the difference between p.d.f.'s of $P$ and $Q$, which should ideally be zero, as the product and quotient of Cauchy r.v.'s have the same distributions [19]. The difference is always below $10^{-15}$ and often below $10^{-16}$. The $\|\cdot\|_{1}$ error of $C$ is about $6 \cdot 10^{-16}$ and for $P$ and $Q$ in the range of $10^{-13}$. We can now compute various parameters of the distributions. For example, P.cdf ( -1 ) and Q.cdf ( -1 ) both yield the c.d.f. of the distribution at -1 using numerical integration. The returned value (0.25) is accurate to 13 decimal places. We now show some examples which demonstrate the accuracy of the package on standard distributions used in the probability theory.


Fig. 4.1. P.d.f.'s of the product and quotient of two independent Cauchy r.v.'s (computed as a quotient of independent normal r.v.'s). Difference between the two p.d.f.'s.


Fig. 4.2. Errors of computed sums of $N$ i.r.v.'s following some stable distributions.

Stable distributions. We start with sums of stable distributions for which the closed forms of the results are known so we can compute the $\|\cdot\|_{\infty}$ error. Figure 4.2 shows the accuracy for sums of $N$ i.i.d. r.v.'s for three stable distributions: normal, Cauchy, and Lévy. The sums are generated by the following piece of code:

```
S_n = NormalDistr()
for i in range(N-1):
    S_n += NormalDistr()
```

[^4]In the first line, NormalDistr can be replaced by CauchyDistr or LevyDistr as appropriate. The accuracy remains very high for the normal and Cauchy distributions. For Lévy, the $\|\cdot\|_{1}$ accuracy remains high for $N$ up to around 20 . For larger values, it degrades due to the very heavy tails of the distribution $\left(O\left(x^{-1.5}\right)\right)$. However, even for $N=50$, the $\|\cdot\|_{1}$ error still corresponds to four correct decimal digits. The $\|\cdot\|_{\infty}$ error is also quite low. It can also be seen that the $\|\cdot\|_{1}$ error is indeed a good general indicator of accuracy. Computing the sum of 50 terms took 59.94 seconds for the Normal distribution, 74.61 seconds for the Cauchy distribution, and 33.15 seconds for the Lévy distribution.

Sum of uniformly distributed r.v.'s. Often, even when closed form expressions are available, they are numerically unstable. Take the sum of $N$ i.r.v.'s uniformly distributed on $[0,1]$. The closed form expression for the p.d.f. is given in [19] but is numerically unstable. For $N=50$, the values obtained from the closed form expression blow up to the range of $10^{10}$ (using double precision arithmetic), while PaCAL remains accurate and gives the mean of 25 and variance of $50 / 12$, both with 13 correct decimal digits. Figure 4.3 shows how various types of error, including the error estimates provided by PaCAL, change with the number of terms in the sum. Exact values needed for computation of the $\|\cdot\|_{\infty}$ error were obtained from the closed form solution using extended precision arithmetic. It is clear that the numerical error of the explicit formula grows exponentially, while PaCAL remains accurate. It can also be seen that PaCAL provides reasonable estimates of the $\|\cdot\|_{\infty}$ error and, again, that the $\|\cdot\|_{1}$ error is a good overall estimate of accuracy.

We have also compared the results with Mathematica, which allows for symbolic computation of convolutions. For the sum of 16 terms, it took about 190 seconds to obtain the closed form solution identical to the one given in [19] and used in our experiment. Numerical evaluation of the expression gave, of course, the same, exponentially growing, errors. For comparison, PaCAL took only 1.17 seconds to compute the sum for 16 terms, and about 9.78 seconds for 50 terms. Of course, in most cases closed form expressions do not exist, and the symbolic approach cannot be used at all.

Product of uniformly distributed r.v.'s. Another experiment demonstrating the accuracy of PaCAL involves the product of $N$ i.r.v.'s uniformly distributed on $[0,1]$. The closed form solution is $\log ^{N-1}(1 / x) /(N-1)$ ! and has a logarithmic singularity at zero, the steepness of which increases with $N$. For example, for $N=20$, the range between zero and about $2.87 \cdot 10^{-9}$ contains half of the total probability mass, while the support of the density function is $[0,1]$. Such steep singularities typically pose severe numerical difficulties. Figure 4.4 shows the errors for the products of up to 20 uniformly distributed i.r.v.'s computed using PaCAL. While the relative $\|\cdot\|_{\infty}$ error grows, several correct digits are available even for the difficult case of $N=20$. Again, the error estimates are correct, if somewhat conservative, and the $\|\cdot\|_{1}$ error is a good overall indicator. The computation took about 54.1 seconds.

Product of two normal r.v.'s. Figure 4.5 shows the product of two normally distributed r.v.'s, with variances equal to 1 and means, respectively, to 1,2 , and 3 . All resulting distributions have singularities at zero, but for factors with higher means, the singularities contain very little probability mass (see the inset in the third chart). Nevertheless, PaCAL correctly detected the singularities and interpolated them accurately. Histograms are included in the figure for comparison.
4.1. Physical measurements. In this section we present applications to physical measurements, which frequently involve arithmetic operations on i.r.v.'s.


Fig. 4.3. Computation errors for the sum of $N$ independent r.v.'s uniformly distributed on $[0,1]$. The numerical errors for an explicit formula are also included.


FIG. 4.4. Computation errors for the product of $N$ i.r.v.'s uniformly distributed on $[0,1]$.


FIg. 4.5. Product of two independent normal r.v.'s with variances equal to 1 and means, respectively, to 1, 2, and 3. Note the singularities at zero.

The coefficient of thermal expansion. Consider measuring the coefficient of thermal expansion $K$ by measuring the initial length $L_{a}$ of an element, its final length $L_{b}$, and the temperature change $\Delta T$. All quantities are measured with some error: lengths with uniform error (e.g., using a digital meter) and the temperature with normal error (random noise is present in the measuring device). Suppose that $L_{a}$ is uniformly distributed on the interval [9.0, 10.0], $L_{b}$ uniformly distributed on [11.0, 12.0], and $\Delta T$ normally distributed with mean 2 and standard deviation of 1 . The noise in the temperature measurement is thus large. The distribution of $K=\left(L_{b}-L_{a}\right) /\left(L_{a} \Delta T\right)=$ $\left(L_{b} / L_{a}-1\right) / \Delta T$ (the expression is restructured to avoid statistical dependency between the numerator and the denominator) is shown in Figure 4.6. The distribution has a rather unexpected shape, very different from what a normal approximation might produce. The $\|\cdot\|_{1}$ error of the result is $8.79 \cdot 10^{-14}$. Because the numerator is always positive we can compare the probability of $K<0$ with the probability of $\Delta T<0$. Indeed, the expression K.cdf(0) - NormalDistr (1,2).cdf(0) gives the result $-4.14 \cdot 10^{-14}$.

Combining independent measurements. Suppose that we have two measuring instruments which differ in accuracy and error distributions. Suppose now that we want to combine the measurements of both devices such that the result is, in some sense, most accurate.

Suppose the errors are additive, so that we can ignore the measurement values themselves and concentrate only on the errors. Let $E_{1}$ and $E_{2}$ be r.v.'s representing the measurement errors of the two devices. Assume, for example, that $E_{1}$ is uniformly distributed over $[-1,1]$ and $E_{2}$ is normally distributed with zero mean and standard


Fig. 4.6. The distribution of the coefficient thermal expansion $K$. A sampling-based histogram is included for illustration.


Fig. 4.7. Combining two independent measurements. Combined error distributions optimizing different measures of dispersion.
deviation 1 (this loosely corresponds to using a digital and an analog meter). Suppose further that the measurements will be combined by taking a weighted mean, in which case the combined error can be represented as $E_{\alpha}=\alpha E_{1}+(1-\alpha) E_{2}$ for $\alpha \in[0,1]$ and the question is, Which value of $\alpha$ is optimal?

The answer depends on which measure of dispersion is used for the result. We consider three measures: standard deviation $\operatorname{std}(E)$, median absolute deviation $\operatorname{MAD}(E)$, and inter-quantile range iqrange ${ }_{0.025}(E)$, that is, the difference between 0.975 -quantile and 0.025 -quantile (of course, any other quantiles could be used). The last measure corresponds to obtaining an as tight as possible $95 \%$ confidence interval and, in many situations, is the most useful one.

The solution for the case of standard deviation is well known in measurement theory and is easy to derive [14]. Minimization of iqrange is more difficult as, in general, no closed form solutions exist. The MAD is also interesting as it is more robust than standard deviation and (as does iqrange) exists for all distributions including power laws. Here, again, no general closed form solutions exist.

Using PaCAL we can easily find best values of $\alpha$ by using the expression (alpha*E1 + (1-alpha) *E2).iqrange (0.025) and plugging it into an arbitrary minimization algorithm to find the optimum value of $\alpha$. From a technical point of view, when our library is used, minimizing the iqrange or MAD is just as easy as minimizing the variance: simply replace the statistic to be computed in the expression passed to the minimizer. The same is true for other error distributions, as long as the problem is unimodal and the minimizer can obtain the solution.

Results of the optimization for the three dispersion measures are shown in Table 4.1. It can be seen that minimizing each dispersion measure gives visibly different results. Also, the proper choice of $\alpha$ results in a much narrower confidence interval than combining the measurements for best variance. The difference in MAD is also quite significant. The results for standard deviation agree exactly with theoretical computations, and the $\|\cdot\|_{1}$ errors are very small. Figure 4.7 shows error distributions for the three optimal values of $\alpha$.

### 4.2. Statistical applications.

The generalized $\chi^{2}$ distributions. Adding the $\chi^{2}$ r.v.'s with 1 degree of freedom poses interesting challenges. The p.d.f. of the $\chi^{2}(1)$ distribution has a singularity at zero. After adding another independent $\chi^{2}(1)$-distributed r.v., we obtain the expo-

TABLE 4.1
Mixtures of measurements minimizing the three dispersion measures: std, MAD, and iqrange ${ }_{0.025}$.

|  | Minimal <br> std | Minimal <br> MAD | Minimal <br> iqrange $_{0.025}$ |
| :--- | :--- | :--- | :--- |
| $E_{\alpha}$ | $0.75 E_{1}+0.25 E_{2}$ | $0.645 E_{1}+0.355 E_{2}$ | $0.869 E_{1}+0.130 E_{2}$ |
| std | $\mathbf{0 . 5 0 0 0 0 0 0 0 0 0 0 1}$ | 0.514511529168 | 0.518758649832 |
| MAD | 0.382868515019 | $\mathbf{0 . 3 6 6 0 1 6 9 4 1 9 3 3}$ | 0.434874405386 |
| iqrange ${ }_{0.025}$ | 1.83555677037 | 1.96758060442 | $\mathbf{1 . 7 7 5 3 6 5 8 0 5 7 7}$ |
| $\\|\cdot\\|_{1}$ error | 0 | $2.22 \cdot 10^{-16}$ | $4.44 \cdot 10^{-16}$ |

nential distribution and the singularity disappears. However, after adding yet another such variable, the singularity at zero reappears in the first derivative of the density. Unless it is detected and handled, approximation will be poor. Overall the pattern repeats, $\chi^{2}(n)$ has no singularities for even $n$, and for odd $n$ a singularity appears in the $((n-1) / 2)$ th derivative. PaCAL handles the $\chi^{2}$ distribution very well; we will, however, instead show a related, more interesting example.

The generalized $\chi^{2}$ distribution [7] is defined as $\lambda_{0} X_{0}+\sum_{i=1}^{n} \lambda_{i} X_{i}{ }^{2}$, where $\lambda_{i}$ are real coefficients and $X_{i}$ are normally distributed with mean $\mu_{i}$ and variance 1 . The distribution has several important applications in statistics, e.g., computing quadratic forms of normal variables. The p.d.f. of the distribution has no closed form representation, and approximations have to be used. Using PaCAL, it is very easy to work with the distribution. For example, when $\lambda_{0}=0, \lambda_{1}=10, \lambda_{2}=1, \lambda_{3}=0.1, \mu_{1}=$ $\mu_{2}=1, \mu_{3}=0$, the p.d.f. is shown in Figure 4.8. Notice the singularity in the first derivative at zero. After adding the initial normal term (with $\lambda_{0}=2$ and $\mu_{0}=-5$ ), the singularity disappears (Figure 4.8). The integrals of both densities are within $5 \cdot 10^{-16}$ from 1. To further assess the accuracy we computed means and variances of both distributions and compared them with theoretical values. We obtained means 22.1 and 17.1, respectively, and variances 606.02 and 610.02 correct up to 15 decimal places. Of course, one can compute any parameter of the distributions, such as quantiles and values of the c.d.f.

Tail exponent estimation. The next problem we discuss is that of obtaining distributions of sample statistics for an estimator of tail exponents. Suppose our data comes from a heavy tailed distribution with the p.d.f. behaving like $x^{-\alpha}$ as $x \rightarrow \infty$, and we want to estimate the value of $\alpha$ based on an i.i.d. sample of size $N$. A popular choice is Hill's estimator given by the following equation [6]:

$$
\hat{\alpha}=1+N\left[\sum_{i=1}^{N} \log \frac{X_{i}}{X_{\min }}\right]^{-1}
$$

where $X_{i}$ are the samples and $X_{\min }>0$ a threshold; only samples satisfying $X_{i} \geq$ $X_{\min }$ are used in the computation. Note that while we give no theoretical guarantees for functions of the r.v.'s such as the logarithm, several of them have been implemented and work very well in practice. Figure 4.9 shows the distribution of the estimator for samples of various sizes taken from the Pareto distribution with parameter 1 (the tail exponent equal to 2). It can be seen that the estimator is biased and that the bias decreases with sample size. Using PaCAL, we can easily obtain confidence intervals for the estimate; e.g., for $N=5$ and significance level of 0.05 we get an interval [1.5462, 3.5379].

Noncentral $t$-distribution. We now move to the noncentral $t$-distribution, which is used, e.g., to assess the power of the $t$-test. We computed the p.d.f. and the c.d.f.


Fig. 4.8. The distribution of $\lambda_{0} X_{0}+$ $\sum_{i=1}^{n} \lambda_{i} X_{i}{ }^{2}$, where $X_{i} \sim N\left(\mu_{i}, 1\right)$ (the generalized $\chi^{2}$ distribution).


Fig. 4.9. The distribution of Hill's tail exponent estimator for an i.i.d. sample of size $N$ drawn from a distribution with tail exponent 2. Vertical lines denote means of the estimator.
of this distribution for $d f=7$ degrees of freedom and noncentrality parameter of $\mu=10.3$ for some example values of $x$ using R, SAS, Mathematica, and PaCAL. The code used was very simple:

```
nonc_t = NormalDistr(mu, 1) / sqrt(ChiSquareDistr(df) / df)
print nonc_t.pdf(x), nonc_t.cdf(x)
```

Table 4.2 gives the computation errors. The exact values for comparison have been obtained using extended precision arithmetic and an expression for the density of the distribution involving hypergeometric functions.

Table 4.2
Error in computing the values of the p.d.f. and c.d.f. of the noncentral $t$-distribution with 7 degrees of freedom and noncentrality 10.3 using various statistical packages and PaCAL.

|  | $x=5.1$ |  | $x=-50$ |  | $x=-1000$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | p.d.f. | c.d.f. | p.d.f. | c.d.f. | p.d.f. | c.d.f. |
| PaCAL | $6.94 \mathrm{e}-18$ | $2.17 \mathrm{e}-19$ | $5.22 \mathrm{e}-54$ | $1.44 \mathrm{e}-53$ | $8.26 \mathrm{e}-64$ | $1.58 \mathrm{e}-62$ |
| SAS | $3.21 \mathrm{e}-17$ | $5.23 \mathrm{e}-17$ | $4.42 \mathrm{e}-54$ | $2.77 \mathrm{e}-54$ | -1 | $1.08 \mathrm{e}-62$ |
| R | $1.70 \mathrm{e}-13$ | $3.91 \mathrm{e}-13$ | $1.55 \mathrm{e}-17^{2}$ | $9.36 \mathrm{e}-14^{2}$ | $5.14 \mathrm{e}-51^{2}$ | $3.39 \mathrm{e}-14^{2}$ |
| Mathematica | $1.04 \mathrm{e}-17$ | $3.21 \mathrm{e}-17$ | $1.54 \mathrm{e}-21$ | $9.40 \mathrm{e}-40$ | $5.14 \mathrm{e}-51$ | $7.35 \mathrm{e}-49$ |

${ }^{1}$ No value is returned due to error.
${ }^{2}$ Decreased accuracy is signaled.

It can be seen that computing the noncentral $t$-distribution is not trivial; R and Mathematica fail for arguments further away from zero with error exceeding the computed value by several orders of magnitude. SAS works very well, except for a corner case in the computation of the p.d.f. PaCAL, despite being a generic package, did very well in all cases, always obtaining excellent accuracy (on par with SAS), showing that the package may be useful even for standard statistical distributions.

For the c.d.f., R uses an expansion into an infinite series of incomplete beta functions given in [17]. We believe that the expansion becomes inaccurate for large values of $x$. The example also shows that direct numerical integration can sometimes be preferable to more complicated approaches.

Other examples. We have run tests on several other examples which, due to space limitations, cannot be included in this paper. We have tested all examples (involving independent variables) from [19], as well as several standard relationships between distributions listed in statistical textbooks and Wikipedia, typically with excellent
results. Our tests included limiting of sums of i.i.d. variables, ratio distributions, etc.; see the PaCAL webpage and sources for more examples.
5. Conclusions and future research. This paper discussed a numerical approach to arithmetic on i.r.v.'s. Theoretical results, as well as a practical implementation, have been presented. On the theoretical side, very broad families of distributions have been introduced which are closed under the four arithmetic operations and under taking powers. The families are also shown to contain distributions which are approximable with polynomials to arbitrary accuracy. The practical implementation is shown to perform well even for difficult distributions with singularities and heavy tails. The accuracy is often close to machine precision. We have shown nontrivial applications to statistical inference and physical measurements.

There are several possible directions for future work. Some improvements can be made to the implementation such as better handling of singularities at nonzero locations (which currently incur a loss in accuracy) or the implementation of discrete distributions. On the theoretical side, it would be desirable to construct families of distributions closed also under taking functions of r.v.'s. An important case is closure under the logarithm and exponentiation. ${ }^{5}$ A major topic of future research are operations on dependent r.v.'s. In the example involving the coefficient of thermal expansion it was possible to work around the dependency, but this is not always the case. Extension to random processes would also be very useful.

Appendix: Proofs of the theorems. We begin by proving results on properties of the densities in $\mathcal{F}_{k}$.

Proof of Theorem 2.3. We will give the proof only for $x \rightarrow \infty$ and even $i$. The remaining cases are analogous. It is easy to see that $f^{(i)}$ must be nonnegative and nonincreasing. We now have, for $x \geq M$,

$$
\begin{aligned}
\|f\|_{1} & \geq \int_{-\infty}^{x} f(y) \mathrm{d} y=\int_{-\infty}^{x} \mathrm{~d} y \int_{-\infty}^{y} \mathrm{~d} z_{1} \cdots \int_{-\infty}^{z_{i-1}} f^{(i)}\left(z_{i}\right) \mathrm{d} z_{i} \\
& =\frac{1}{i!} \int_{-\infty}^{x}(x-y)^{i} f^{(i)}(y) \mathrm{d} y \\
& \geq \frac{f^{(i)}(x)}{i!} \int_{M}^{x}(x-y)^{i} \mathrm{~d} y=\frac{f^{(i)}(x)}{i!(i+1)}(x-M)^{i+1}=\frac{f^{(i)}(x)}{(i+1)!}(x-M)^{i+1},
\end{aligned}
$$

where we first express $f$ as a repeated integral of $f^{(i)}$, replace the repeated integration with a single integral using the Cauchy formula for repeated integration [11], and apply the monotonicity of $f^{(i)}$ to factor it out of the integral (recall that $i$ is even so the integrand is nonnegative). Consequently

$$
f^{(i)}(x) \leq \frac{(i+1)!\|f\|_{1}}{(x-M)^{i+1}}=O\left(\frac{1}{x^{i+1}}\right) \quad \text { as } x \rightarrow \infty
$$

Lemma 6.1. If $f \in \mathcal{F}_{k}$ with potential singularities $p_{1}, \ldots, p_{n}$, then, for every $\epsilon>0$ and $0 \leq i \leq k,\left|f^{(i)}\right|$ is bounded on the set $\left(-\infty, p_{1}-\epsilon\right] \cup\left[p_{1}+\epsilon, p_{2}-\epsilon\right] \cup \cdots \cup$ $\left[p_{n-1}+\epsilon, p_{n}-\epsilon\right] \cup\left[p_{n}+\epsilon, \infty\right)$.

The lemma is an immediate consequence of the extreme value theorem and assumptions A. 1 and A.3.

[^5]Before proceeding to the proof of the main results, let us first restate basic results on convolutions [10, Propositions 8.8 and 8.10], which will frequently be used below.

Lemma 6.2. If $f \in L^{\infty}$ and $g \in L^{1}$, then $f \oplus g$ is bounded and uniformly continuous, and $\|f \oplus g\|_{\infty} \leq\|f\|_{\infty}\|g\|_{1}$ (Young's inequality).

Lemma 6.3. If $f \in L^{\infty}, g \in L^{1}$, and $f \in C^{k}$, then $(f \oplus g)^{(i)}=f^{(i)} \oplus g$.
Note that $g$ need not be differentiable for the result to hold. However, the derivatives of $f$ need to be continuous on the whole real line, which complicates our proofs as we assume only piecewise continuity. The strategy we will take is cutting the densities into smooth pieces to which Lemma 6.3 can be applied. The following result shows how such cuts can be obtained and gives some of their properties.

Lemma 6.4. Let $f$ be a function. Let $K=\left[p-\frac{\delta}{2}, p+\frac{\delta}{2}\right]$ and $V=(p-\delta, p+\delta)$ for some $p, \delta \in \mathbb{R}$ and $\delta>0$. There is a function $\psi_{p, \delta}$ such that

1. if $f$ is $k$ times continuously differentiable on $V$, then $\psi_{p, \delta} f \in C_{k}$, and for all $0 \leq i \leq k$,

$$
\left(\psi_{p, \delta} f\right)^{(i)}(x)= \begin{cases}0 & \text { for } x \notin V \\ f^{(i)}(x) & \text { for } x \in K\end{cases}
$$

2. if $f$ is $k$ times continuously differentiable on $\mathbb{R} \backslash K$, then $\left(1-\psi_{p, \delta}\right) f \in C^{k}$, and for all $0 \leq i \leq k$,

$$
\left(\left(1-\psi_{p, \delta}\right) f\right)^{(i)}(x)= \begin{cases}0 & \text { for } x \in K, \\ f^{(i)}(x) & \text { for } x \notin V\end{cases}
$$

3. if, in addition, $\left|f^{(i)}(x)\right|=O\left(\frac{1}{|x-p|^{2+1}}\right)$ for all $0 \leq i \leq k$ on some set $A$, then $\left|\left(\psi_{p, \delta} f\right)^{(i)}\right|$ and $\left|\left(\left(1-\psi_{p, \delta}\right) f\right)^{(i)}\right|$ are $O\left(\frac{1}{|x-p|^{i+1}}\right)$ on $A$. The bound is independent of $\delta$.
Proof. By Theorem 1.4.1 in [13], there exists a function $\psi_{p, \delta} \in C^{\infty}$ such that $0 \leq \psi_{p, \delta} \leq 1$,

$$
\psi_{p, \delta}(x)= \begin{cases}0 & \text { for } x \notin V, \\ 1 & \text { for } x \in K,\end{cases}
$$

and $\left|\left(\psi_{p, \delta}\right)^{(i)}(x)\right|=O\left(\frac{1}{\delta^{i}}\right)$ on $V \backslash K$; i.e. the derivatives of $\psi_{p, \delta}$ are bounded, and the bound depends only on $\delta$. Furthermore, for all $i>0, \psi_{p, \delta}{ }^{(i)}$ is zero outside of $V \backslash K$. We will show that $\psi_{p, \delta}$ satisfies the requirements of the lemma.

Since $f$ is $k$ times continuously differentiable on $V$ and $\psi_{p, \delta} \in C^{\infty}, \psi_{p, \delta} f$ must be in $C_{k}$. The equality in part 1 follows, since $\psi_{p, \delta} f$ is equal to $f$ on $K$ and is zero outside of $K$. The proof of part 2 is analogous.

For part 3 we need to split the set $A$ into three parts. On $A \cap K, \psi_{p, \delta} f=0$, and the result is obvious. On $A \cap(\mathbb{R} \backslash V), \psi_{p, \delta} f=f$, and the bound follows from the assumption on $f$. The part on $A \cap(V \backslash K)$ is more difficult.

For $i=0$ we have $\left|\psi_{p, \delta} f\right| \leq|f|=O\left(\frac{1}{|x-p|}\right)$. Notice that since $\frac{\delta}{2} \leq|x-p| \leq \delta$, for $x \in V \backslash K,\left|\psi_{p, \delta}{ }^{(i)}\right|=O\left(\frac{1}{\delta^{i}}\right)=O\left(\frac{1}{|x-p|^{2}}\right)$ on $A \cap(V \backslash K)$. Using the Leibniz rule for the derivative of the product, we get for $x \in A \cap(V \backslash K)$

$$
\left|\left(\psi_{p, \delta} f\right)^{(i)}(x)\right| \leq \sum_{j=0}^{i}\binom{i}{j}\left|\psi_{p, \delta}^{(j)}(x)\right| \cdot\left|f^{(i-j)}(x)\right|=O\left(1 /|x-p|^{i+1}\right) .
$$

The proof for $1-\psi_{p, \delta}$ is analogous.

Sum of i.r.v.'s. We now proceed to prove Theorem 2.1 for addition. The idea is as follows: using Lemma 6.4, we will smoothly cut out problematic parts of the densities (e.g., containing singularities), demonstrate that the convolution of the remaining parts shows the desired behavior (e.g., continuity), and argue that the support of the convolution of the offending parts, which have been cut out, can be made arbitrarily small. In the next lemma, the offending parts correspond to $f_{1}$ and $g_{1}$.

Lemma 6.5. Let $f, g \in L^{1}$ and $\|f\|_{1},\|g\|_{1} \leq 1$. Further, let $f_{0}, f_{1}, g_{0}, g_{1}$ be functions such that $f=f_{0}+f_{1}, g=g_{0}+g_{1}, f_{0}, g_{0} \in C_{k}$. Then

$$
\begin{equation*}
f \oplus g=f_{0} \oplus g+f_{1} \oplus g_{0}+f_{1} \oplus g_{1} \tag{6.1}
\end{equation*}
$$

If, in addition, $t \notin \operatorname{supp}\left(f_{1} \oplus g_{1}\right)$, then for all $0 \leq i \leq k$,

$$
\begin{equation*}
(f \oplus g)^{(i)}(t) \leq\left\|f_{0}{ }^{(i)}\right\|_{\infty}+\left\|g_{0}{ }^{(i)}\right\|_{\infty} \tag{6.2}
\end{equation*}
$$

Proof. Equation (6.1) follows from distributivity of convolution. For $t \notin \operatorname{supp}\left(f_{1} \oplus\right.$ $\left.g_{1}\right)$, the term $f_{1} \oplus g_{1}$ can be ignored, and the following statements hold:

$$
\begin{align*}
(f \oplus g)^{(i)}(t) & =\left(f_{0}^{(i)} \oplus g+f_{1} \oplus g_{0}{ }^{(i)}\right)(t) \leq\left\|f_{0}^{(i)} \oplus g+f_{1} \oplus g_{0}^{(i)}\right\|_{\infty} \\
& \leq\left\|f_{0}{ }^{(i)}\right\|_{\infty}\|g\|_{1}+\left\|f_{1}\right\|_{1}\left\|g_{0}{ }^{(i)}\right\|_{\infty} \leq\left\|f_{0}{ }^{(i)}\right\|_{\infty}+\left\|g_{0}{ }^{(i)}\right\|_{\infty} \tag{6.3}
\end{align*}
$$

where the equality follows from Lemma 6.3 and the fact that $f_{0}, g_{0} \in C^{k}$, the first inequality follows from the definition of the $\|\cdot\|_{\infty}$ norm, the second inequality follows from the triangle inequality and Young's inequality, and the final inequality follows from the assumption on $\|f\|_{1}$ and $\|g\|_{1}$.

To prove Theorem 2.1(1), we need to show that if $f$ and $g$ satisfy assumptions A.1A.3, so does $f \oplus g$. This is done in the following two lemmas.

Lemma 6.6. Let $f, g$ be p.d.f.'s satisfying assumptions A. 1 and A.3. Then $f \oplus g$ satisfies A. 3 .

Proof. Let $t_{0}>0$ be a constant such that both $f$ and $g$ satisfy the bound in assumption A. 3 on $\left(-\infty,-t_{0}\right] \cup\left[t_{0}, \infty\right)$. Take any $t$ such that $|t|>8 t_{0}$ and set $p=q=0, \delta=\frac{|t|}{4}$. Let

$$
\begin{equation*}
f_{0}=\left(1-\psi_{p, \delta}\right) f, \quad g_{0}=\left(1-\psi_{q, \delta}\right) g, \quad f_{1}=\psi_{p, \delta} f, \quad g_{1}=\psi_{q, \delta} g \tag{6.4}
\end{equation*}
$$

where the $\psi_{p, \delta}$ is given in Lemma 6.4. The reader should bear in mind that the functions depend on the chosen $\delta$ (and thus on $t$ ) even though it is not explicitly indicated. Since $t$ (and thus $\delta$ ) has been chosen large enough for $f$ and $g$ to satisfy the bound in assumption A. 3 on the supports of $f_{0}$ and $g_{0}$, respectively, by Lemma 6.4 we have $f_{0}{ }^{(i)}(x), g_{0}{ }^{(i)}(x)=O\left(\frac{1}{|x|^{i+1}}\right)$, and since $\operatorname{supp}\left(f_{0}\right)=\operatorname{supp}\left(g_{0}\right)=\left(-\infty,-\frac{|t|}{8}\right] \cup$ $\left[\frac{|t|}{8}, \infty\right)$, the bound attains its maximum at $\pm \frac{|t|}{8}$. Therefore $\left\|f_{0}{ }^{(i)}\right\|_{\infty},\left\|g_{0}{ }^{(i)}\right\|_{\infty}=$ $O\left(\frac{1}{|t|^{i+1}}\right)$. Note that $t \notin \operatorname{supp}\left(f_{1} \oplus g_{1}\right)=\left[-\frac{t}{2}, \frac{t}{2}\right]$, and apply Lemma 6.5 to get $(f \oplus g)^{(i)}(t) \leq\left\|f_{0}{ }^{(i)}\right\|_{\infty}+\left\|g_{0}{ }^{(i)}\right\|_{\infty}=O\left(\frac{1}{\mid t t^{i+1}}\right)$.

LEMMA 6.7. If p.d.f.'s $f$ and $g$ with potential singularities $p_{1}, \ldots, p_{n}$ and $q_{1}, \ldots, q_{m}$, respectively, satisfy assumptions A. 1 and A.2, then so does $f \oplus g$ with potential singularities $p_{i}+q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$.

Proof. If $f$ has no potential singularities, then $f \in C^{k}$, and for all $0 \leq i \leq k$, $(f \oplus g)^{(i)}=f^{(i)} \oplus g$ (Lemma 6.3), which is bounded and continuous since $f^{(\bar{i})}$ is bounded, and $g \in L^{1}$ (Lemma 6.2). Thus $f \oplus g$ satisfies A. 1 and, since it has no potential singularities, trivially also A.2.

Let us now assume that $f$ and $g$ both have exactly one potential singularity, respectively, $p$ and $q$. Fix a $\delta>0$. Let $f_{0}, f_{1}, g_{0}, g_{1}$ be defined as in (6.4). The reader should bear in mind that the functions depend on the chosen $\delta$ even though it is not explicitly indicated. Notice that $p, q$, and $\delta$ are such that supports of $f_{1}$ and $g_{1}$ contain the respective potential singularities of $f$ and $g$, while $f_{0}, g_{0}$ are well behaved, belonging to $C^{k}$ by Lemma 6.4.

We begin by proving that $f \oplus g$ satisfies assumption A.1. Using (6.1), we get $f \oplus g=f_{0} \oplus g+f_{1} \oplus g_{0}+f_{1} \oplus g_{1}$. Since $f_{0}, g_{0} \in C^{k}$, by Lemmas 6.3 and 6.2 , $f_{0}^{(i)} \oplus g+f_{1} \oplus g_{0}^{(i)}$ is continuous. On the other hand, $f_{1} \oplus g_{1}$ need not be bounded, continuous, or differentiable, but its support is contained in $[p+q-2 \delta, p+q+2 \delta]$. Since $\delta$ can be made arbitrarily small, $(f \oplus g)^{(i)}$ is continuous at every point different from $p+q$, which completes the proof for assumption A.1.

Let us now prove the asymptotic behavior around potential singularities. To this end, take any $t \neq p+q$, set $\delta=\frac{|t-(p+q)|}{4}$, and split $f$ and $g$ into $f_{0}, f_{1}$ and $g_{0}, g_{1}$, respectively, using (6.4). Notice that $\delta$ has been chosen such that after splitting $f \oplus g$ according to (6.1), $t$ lies outside $\operatorname{supp}\left(f_{1} \oplus g_{1}\right)$, and, according to Lemma 6.5, $(f \oplus g)^{(i)}(t) \leq\left\|f_{0}{ }^{(i)}\right\|_{\infty}+\left\|g_{0}{ }^{(i)}\right\|_{\infty}$.

We need to bound $\left\|f_{0}{ }^{(i)}\right\|_{\infty}$ as $t \rightarrow p+q$. Assume that $t$ is close enough to $p+q$ for assumption A. 2 to hold for $f$ on $A=(p-\delta, p+\delta)$. By Lemma 6.4, $\left|f_{0}{ }^{(i)}(x)\right|=O\left(\frac{1}{|x-p|^{i+1}}\right)$ for $x \in A$. Outside of $A, f_{0}=f$ and $\left|f_{0}{ }^{(i)}(x)\right|$ is bounded either by a constant (Lemma 6.1) or by $O\left(\frac{1}{|x-p|^{i+1}}\right)$ (assumption A.2). Clearly, for $\delta$ small enough (that is, for $t$ close enough to $p+q$ ), the bound $O\left(\frac{1}{|x-p|^{i+1}}\right)$ will dominate. On the support of $f_{0}$, the bound is maximized for $x=p \pm \frac{\delta}{2}$. The same holds for $g_{0}$, and $\left\|f_{0}{ }^{(i)}\right\|_{\infty}+\left\|g_{0}{ }^{(i)}\right\|_{\infty}=O\left(\frac{1}{\delta^{i+1}}\right)$. Substituting $\delta=\frac{|t-(p+q)|}{4}$ completes the proof for this part.

If $f$ has more than one potential singularity, we need to split $f$ smoothly into $f_{0}$ and $f_{1}, \ldots, f_{n}$ such that $f=f_{0}+f_{1}+\cdots+f_{n}, f_{0} \in C^{k}$, and for $1 \leq i \leq n$, the support of $f_{i}$ contains exactly one potential singularity $p_{i}$. The existence of such a split follows from [13, Theorem 1.4.5]. Analogously $g$ is split into $g_{0}$ and $g_{1}, \ldots, g_{m}$, giving

$$
\begin{equation*}
f \oplus g=\sum_{i=0}^{n} \sum_{j=0}^{m} f_{i} \oplus g_{j} \tag{6.5}
\end{equation*}
$$

Each $f_{i}, g_{i}$ has at most only one potential singularity and satisfies assumptions A. 1 and A.2. By the discussion above, so does each $f_{i} \oplus g_{j}$ with potential singularity at $p_{i}+q_{j}$. The sum (6.5) clearly satisfies those assumptions as well, with potential singularities $p_{i}+q_{j}, 1 \leq i \leq n, 1 \leq j \leq m$.

Product of i.r.v.'s. Our proof for the product will be based on the fact that $X \cdot Y=\exp (\log X+\log Y)$. We begin by proving some technical lemmas.

Lemma 6.8. Let $p \in \mathbb{R}, f(x)=O\left(\frac{1}{|x-p|^{i}}\right)$ in some neighborhood $[p-\delta, p) \cup(p, p+\delta]$ of $p$, and let $g$ be a differentiable, continuous function on some interval $[a, b]$, such that $g([a, b])=[p-\delta, p+\delta]$ and $0<m<\left|g^{(1)}(y)\right|$ on $[a, b]$, where $m$ is a constant. Then

$$
f(g(y))=O\left(\left|y-p^{\prime}\right|^{-i}\right)
$$

on $[a, b] \backslash\left\{p^{\prime}\right\}$, where $p^{\prime} \in[a, b]$ satisfies $p=g\left(p^{\prime}\right)$.

Proof. First note that since $g$ is invertible on $[a, b]$, such a $p^{\prime}$ always exists and is unique and equal to $g^{-1}(p)$. Since $p^{\prime} \in[a, b]$, the mean value theorem states that for all $y \in[a, b]$ we have $g(y)-g\left(p^{\prime}\right)=g^{(1)}(\xi)\left(y-p^{\prime}\right)$ for some $\xi \in[a, b]$. Let us now substitute $x=g(y)$ in the assumed bound on $f(x)$. Notice that for all $y \in[a, b] \backslash\left\{p^{\prime}\right\}$, $g(y) \in[p-\delta, p) \cup(p, p+\delta]$, so the bound can be applied. We get

$$
f(g(y))=O\left(\left|g(y)-g\left(p^{\prime}\right)\right|^{-i}\right)=O\left(\left|g^{(1)}(\xi)\left(y-p^{\prime}\right)\right|^{-i}\right)=O\left(\left|y-p^{\prime}\right|^{-i}\right)
$$

The last inequality follows from the assumption that $\left|g^{(1)}(\xi)\right|>m$ for $\xi \in[a, b]$.
The next lemma gives the $n$th derivatives of several nested functions.
Lemma 6.9. The following expressions hold for all $n \geq 1$ :

1. $\left(f\left(e^{x}\right)\right)^{(n)}=\sum_{i=1}^{n} \beta_{i} f^{(i)}\left(e^{x}\right) e^{i x}$,
2. $\left(f\left(x^{\alpha}\right)\right)^{(n)}=\sum_{i=1}^{n} \beta_{i} f^{(i)}\left(x^{\alpha}\right) x^{i \alpha-n}$,
3. $(f(\log x))^{(n)}=\frac{1}{x^{n}} \sum_{i=1}^{n} \beta_{i} f^{(i)}(\log x)$,
4. $(x f(x))^{(n)}=x f^{(n)}(x)+n f^{(n-1)}(x)$
for some constants $\beta_{i}$ (different for every part of the lemma). In part 2, if $\alpha \in \mathbb{N}$ and $\left\lceil\frac{n}{i}\right\rceil \geq \alpha+1$, then $\beta_{i}=0$.

Proof. The proof (except for the last part) will use Faà di Bruno's formula [15] for the $n$th derivative of the composition of two functions

$$
\begin{equation*}
(f(g))^{(n)}=\sum_{\pi \in P} f^{(|\pi|)}(g(x)) \prod_{B \in \pi} g^{(|B|)}(x) \tag{6.6}
\end{equation*}
$$

where $P$ is the set of all partitions of the set $\{1, \ldots, n\},|\pi|$ is the number of blocks in a partition $\pi$, and $|B|$ is the size of partition block $B$.

For part 1, since all derivatives of $e^{x}$ are equal to $e^{x}$, we have

$$
\left(f\left(e^{x}\right)\right)^{(n)}=\sum_{\pi \in P} f^{(|\pi|)}\left(e^{x}\right) \prod_{B \in \pi} e^{x}=\sum_{\pi \in P} f^{(|\pi|)}\left(e^{x}\right) e^{|\pi| x}=\sum_{i=1}^{n} \beta_{i} f^{(i)}\left(e^{x}\right) e^{i x}
$$

where $\beta_{i}$ is the number of partitions of $\{1, \ldots, n\}$ with $i$ blocks. For part 2,

$$
\begin{aligned}
\left(f\left(x^{\alpha}\right)\right)^{(n)} & =\sum_{\pi \in P} f^{(|\pi|)}\left(x^{\alpha}\right) \prod_{B \in \pi}\left(x^{\alpha}\right)^{(|B|)}=\sum_{\pi \in P} f^{(|\pi|)}\left(x^{\alpha}\right) \prod_{B \in \pi} c_{|B|} x^{\alpha-|B|} \\
& =\sum_{\pi \in P} f^{(|\pi|)}\left(x^{\alpha}\right) c_{\pi} x^{|\pi| \alpha-n}=\sum_{i=1}^{n} \beta_{i} f^{(i)}\left(x^{\alpha}\right) x^{i \alpha-n}
\end{aligned}
$$

noting that $\sum_{B \in \pi}|B|=n$ and denoting $c_{|B|}=\alpha(\alpha-1) \cdots(\alpha-|B|+1), c_{\pi}=$ $\prod_{B \in \pi} c_{|B|}, \beta_{i}=\sum_{\pi \in P,|\pi|=i} c_{\pi}$. If $|\pi|=i$, then there is a block $B \in \pi$ with $|B| \geq\left\lceil\frac{n}{i}\right\rceil$. Clearly, if $\alpha \in \mathbb{N}$ and $|B| \geq\left\lceil\frac{n}{i}\right\rceil \geq \alpha+1$, then $c_{|B|}=0$, and consequently $c_{\pi}=0$. Since this is true for all partitions with $i$ blocks, $\beta_{i}$ must be equal to zero. The proof of part 3 is very similar to that of part 2 and is omitted. Part 4 follows from the Leibniz rule for differentiation.

Lemma 6.10. Let $f, g, h$ be functions. If $g$ and $h$ are $n$ times continuously differentiable at some point $p$ and $f$ is $n$ times continuously differentiable at $g(p)$, then $h(x) f(g(x))$ is $n$ times continuously differentiable at $p$.

Proof. The continuity of $(f(g))^{(i)}$ at $p$ for $0 \leq i \leq n$ follows from (6.6) after taking into account the continuity of composition and product of continuous functions. The continuity of $[h(x) f(g(x))]^{(i)}$ at $p$ now follows from application of the Leibniz rule for differentiation and the continuity of the product of continuous functions.

Lemma 6.11. Let $\left|f^{(i)}(x)\right|=O\left(\frac{1}{|x-p|^{i+1}}\right)$ in some neighborhood $[p-\delta, p) \cup(p, p+\delta]$ of $p$ for $0 \leq i \leq n$, and let $g$ and $h$ be $n$ times continuously differentiable on some interval $[a, b]$, such that $g([a, b])=[p-\delta, p+\delta]$ and $0<m<\left|g^{(i)}(y)\right|$ on $[a, b]$ for $0 \leq i \leq n$, where $m$ is a constant. Then $\left|[h(y) f(g(y))]^{(i)}\right|=O\left(\left|y-p^{\prime}\right|^{-(i+1)}\right)$ on $[a, b] \backslash\left\{p^{\prime}\right\}$, where $p^{\prime} \in[a, b]$ satisfies $p=g\left(p^{\prime}\right)$.

Proof. Since $g$ and $h$ are $n$ times continuously differentiable on $[a, b]$, they are also bounded on that interval. Applying (6.6) to $(f(g))^{(i)}$ together with Lemma 6.8 and the fact that $\left|g^{(i)}(y)\right|$ is upper bounded by a constant on $[a, b]$ proves that $(f(g))^{(i)}$ satisfies the conclusion of the lemma for $0 \leq i \leq n$. To see that multiplying by $h$ does not change the conclusion, use the Leibniz rule for differentiation and take into account the boundedness of $h^{(i)}$ on $[a, b]$.

Lemma 6.12. If $f \in \mathcal{F}_{k}$ with potential singularities $p_{1}, \ldots, p_{n}$, then $e^{x} f\left(e^{x}\right)$ is in $L^{1}$ and satisfies assumptions A. 1 and A. 2 for the same value of $k$, with potential singularities at $\log p_{i}$ for each $p_{i}>0$. Moreover, $\left(e^{x} f\left(e^{x}\right)\right)^{(i)}=O(1)$ for $x \rightarrow \pm \infty$, $0 \leq i \leq k$.

Proof. Note that only the nonnegative part of the support of $f$ affects the result, so without loss of generality we can assume that all potential singularities of $f$ are nonnegative. Substituting $u=e^{x}$, we get $\int_{-\infty}^{\infty} e^{x} f\left(e^{x}\right) \mathrm{d} x=\int_{0}^{\infty} f(u) \mathrm{d} u$, so $e^{x} f\left(e^{x}\right) \in$ $L^{1}$. The fact that $e^{x} f\left(e^{x}\right)$ satisfies A. 1 and A. 2 follows immediately from Lemmas 6.10 and 6.11.

To prove the asymptotic behavior at $\pm \infty$, let $M$ be a constant such that the bounds in A. 3 hold for $f$ on $[M, \infty)$, and let $\delta$ be a constant such that the bounds in A. 2 hold for $f$ on $(0, \delta]$ (note that the bounds hold regardless of whether $f$ has a potential singularity at zero). Thus $\left|f^{(i)}(x)\right|=O\left(\frac{1}{x^{i+1}}\right)$ on $(0, \delta] \cup[M, \infty)$, and for every $0 \leq i \leq k$ we have $\left|e^{(i+1) x} f^{(i)}\left(e^{x}\right)\right|=O(1)$ on $(-\infty, \log \delta] \cup[\log M, \infty)$. We now extend this result to $\left(e^{x} f\left(e^{x}\right)\right)^{(i)}$. The case $i=0$ is trivial. For $i>0$, denote $z(x)=x f(x)$, and use parts 1 and 4 of Lemma 6.9 to get

$$
\begin{align*}
\left(e^{x} f\left(e^{x}\right)\right)^{(i)} & =\left(z\left(e^{x}\right)\right)^{(i)}=\sum_{j=1}^{i} \beta_{j} z^{(j)}\left(e^{x}\right) \cdot e^{j x} \\
& =\sum_{j=1}^{i} \beta_{j} e^{(j+1) x} f^{(j)}\left(e^{x}\right)+j \beta_{j} e^{j x} f^{(j-1)}\left(e^{x}\right) \tag{6.7}
\end{align*}
$$

Since equation (6.7) is a weighted sum of terms of the form $e^{(i+1) x} f^{(i)}\left(e^{x}\right)$, the result follows.

Lemma 6.13. Let $f$ and $g$ be p.d.f.'s satisfying assumption A.1, such that $f^{(i)}, g^{(i)}=O(1)$ as $x \rightarrow \pm \infty$ for $0 \leq i \leq k$. Then $(f \oplus g)^{(i)}(t)=O(1)$ as $t \rightarrow \pm \infty$ for $0 \leq i \leq k$.

The proof is analogous to the proof of Lemma 6.6 and is omitted. Keep in mind that $f, g \in L^{1}$ so the convolutions remain bounded. We are now ready to prove our main result for products of i.r.v.'s.

Lemma 6.14. Let $f$ and $g$ be p.d.f.'s with potential singularities at $p_{1}, \ldots, p_{n}$ and $q_{1}, \ldots, q_{m}$, respectively, satisfying assumptions A.1-A.3. Then $f \odot g$ also satisfies assumptions A.1-A. 3 and has potential singularities at 0 and at $p_{i} q_{j}$ for $1 \leq i \leq n$, $1 \leq j \leq m$.

Proof. Notice that it is sufficient to prove the result for nonnegative r.v.'s, that is, to assume that $f(x), g(x)=0$ for $x<0$. Otherwise, due to distributivity of $\odot$ with respect to pointwise addition of functions, each distribution is split into positive and negative parts which are multiplied separately and added; see [19] for details.

Using the nonnegativity of supports of $f$ and $g$ and substituting $x=e^{u}$, we get, for every $t>0$,

$$
\begin{align*}
(f \odot g)(t) & =\int_{0}^{+\infty} \frac{1}{x} f\left(\frac{t}{x}\right) g(x) \mathrm{d} x=\int_{-\infty}^{+\infty} e^{-u} f\left(e^{\log t-u}\right) g\left(e^{u}\right) e^{u} \mathrm{~d} u \\
& =e^{-\log t} \int_{-\infty}^{+\infty} e^{\log t-u} f\left(e^{\log t-u}\right) e^{u} g\left(e^{u}\right) \mathrm{d} u=\frac{1}{t} h(\log t) \tag{6.8}
\end{align*}
$$

where $h(t)=\left(e^{u} f\left(e^{u}\right)\right) \oplus\left(e^{u} g\left(e^{u}\right)\right)$. By Lemmas 6.12 and $6.7, h$ satisfies assumptions A. 1 and A. 2 with potential singularities at $\log p_{i} q_{j}$ for all $p_{i}>0, q_{j}>0$. Applying Lemmas 6.10 and 6.11 to $\frac{1}{t} h(\log t)$, we conclude that $f \odot g$ satisfies assumptions A. 1 and A. 2 with potential singularities $p_{i} q_{j}$ for all $p_{i}>0, q_{j}>0$ outside the neighborhood of zero.

What remains to be demonstrated is asymptotic behavior of $(f \odot g)(t)$ around zero (assumption A. 2 for the potential singularity at zero) and at infinity (assumption A.3). We apply the Leibniz rule for differentiation of the product and Lemma 6.9(3):

$$
\begin{aligned}
& (f \odot g)^{(i)}(t)=\left[\frac{1}{t} h(\log t)\right]^{(i)}=\sum_{j=0}^{i}\binom{i}{j}\left(\frac{1}{t}\right)^{(i-j)}(h(\log t))^{(j)} \\
& =\sum_{j=0}^{i}\binom{i}{j} \frac{c_{i-j}^{t^{i-j+1}}}{(h(\log t))^{(j)}=\frac{c_{i}}{t^{i+1}} h(\log t)+\sum_{j=1}^{i}\binom{i}{j} \frac{c_{i-j}}{t^{i-j+1}} \frac{1}{t^{j}} \sum_{l=1}^{j} \beta_{l} h^{(l)}(\log t)}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{t^{i+1}} \sum_{l=0}^{i} \gamma_{l} h^{(l)}(\log t) \tag{6.9}
\end{equation*}
$$

where $\gamma_{l}$ and $c_{i}$ are some constant coefficients. Let us now look at the terms $h^{(l)}(\log t)$. By Lemmas 6.12 and $6.13, h^{(l)}(t)=O(1)$ for $t \rightarrow \pm \infty, 0 \leq l \leq k$. As $t \rightarrow \infty$, we have $\log t \rightarrow \infty$, and $\left|h^{(l)}(\log t)\right|=O(1)$. The same is true when $t \rightarrow 0^{+}$and $\log t \rightarrow-\infty$. Multiplying by $\frac{1}{t^{i+1}}$ gives the desired result.

Powers of r.v.'s. Before completing the proof of Theorem 2.1 we need to prove Theorem 2.2.

Proof of Theorem 2.2. We consider only the case when $x^{r}$ is an increasing function of $x$. When $x^{r}$ is decreasing, the proof is analogous. When the function is not monotone, negative and positive values of $x$ are considered separately and added using (1.5).

Let $\alpha=1 / r$. The p.d.f. of $X^{r}$, as given by (1.5), is $\alpha x^{\alpha-1} f\left(x^{\alpha}\right)$. By Lemmas 6.10 and 6.11 it satisfies assumptions A.1 and A.2, except the neighborhood of zero, where $x^{\alpha-1}$ may have a singularity. To demonstrate the asymptotic behavior around zero and toward plus and minus infinity, use the Leibniz rule for the derivative of the
product, followed by application of Lemma 6.9(2), to get

$$
\begin{gather*}
\left(\alpha x^{\alpha-1} f\left(x^{\alpha}\right)\right)^{(i)}=\alpha \sum_{j=0}^{i}\binom{i}{j}\left(x^{\alpha-1}\right)^{(i-j)}\left(f\left(x^{\alpha}\right)\right)^{(j)} \\
=\alpha \sum_{j=0}^{i}\binom{i}{j} c_{i-j} \sum_{l=1}^{j} \beta_{l} x^{\alpha(l+1)-(i+1)} f^{(l)}\left(x^{\alpha}\right) \tag{6.10}
\end{gather*}
$$

for some constants $c_{i-j}$ and $\beta_{l}$. Assuming $\left|f^{(l)}(x)\right|=O\left(\frac{1}{x^{l+1}}\right)$, we get

$$
x^{\alpha(l+1)-(i+1)} f^{(l)}\left(x^{\alpha}\right)=O\left(\frac{x^{\alpha(l+1)-(i+1)}}{x^{\alpha(l+1)}}\right)=O\left(\frac{1}{x^{i+1}}\right) .
$$

Since we assumed $x^{\alpha}$ to be increasing, it maps the neighborhoods of zero, plus and minus infinity, into themselves, which means that the bound on $\left|f^{(l)}\left(x^{\alpha}\right)\right|$ assumed above does indeed hold due to assumptions A. 2 and A.3. Note that the bound also holds if $f$ has no potential singularity at zero, since it must then be bounded together with its derivatives of order up to $k$.

Since assumptions A. 2 and A. 3 hold for each term in (6.10), they also hold for $\alpha x^{\alpha-1} f\left(x^{\alpha}\right)$.

We are now ready to prove the main theorem of the paper.
Proof of Theorem 2.1. The part for addition follows from Lemmas 6.7 and 6.6, and the part for multiplication from Lemma 6.14. For subtraction it suffices to note that $f \ominus g=f \oplus(g(-x))$.

For division of two independent r.v.'s $X$ and $Y$, write $X / Y$ as $X \cdot\left(Y^{-1}\right)$. Now, the density of $Y^{-1}$ is in $\mathcal{F}_{k}$ by Theorem 2.2 for $r=-1$. Applying the result for products shows that the density of $X / Y$ is also in $\mathcal{F}_{k}$.

Approximation. We now prove Theorem 2.4 on approximability of distributions in $\mathcal{F}_{k}$. Let us first recall some results from approximation theory.

Lemma 6.15. The following statements hold:

1. If $f$ is continuous on $[a, b]$, then for every $\epsilon>0$ there exists a polynomial $P$ such that $|f-P| \leq \epsilon$ on $[a, b]$.
2. If $f$ has a continuous derivative on $[a, b]$, then the polynomial $P$ can be obtained using Chebyshev expansion.
3. Let $f^{(i)}$ be continuous on $[a, b]$ for all $0 \leq i \leq k, k>1$. Then the error of the Chebyshev approximation decreases as $O\left(N^{-k+1}\right)$, where $N$ is the degree of the approximating polynomial.
The first part follows from the Stone-Weierstrass theorem, the second follows from [18, Theorem 5.7], and the third is Theorem 5.14 in [18].

Proof of Theorem 2.4. Consider a p.d.f. $f \in \mathcal{F}_{k}$ for some $k \geq 0$ with potential singularities $p_{1}<\cdots<p_{n}$. We begin by defining an appropriate approximating function $\tilde{f} \in \mathcal{F}_{A}$ (see section 2.1). Let $a_{i}=p_{i}$ for $1 \leq i \leq n$, and take $\alpha>k$. For $0<i<n$, let $P_{i}$ be a polynomial approximation of $f$ on $\left[p_{i}+\delta, p_{i+1}-\delta\right]$. The proof in this case follows immediately from Lemma 6.15. For the infinite intervals, let $P_{0}$ be a polynomial approximation on $\left[0,(1+\delta)^{-1 / \alpha}\right]$ of

$$
h_{0}(u)= \begin{cases}f\left(a_{1}+1-\frac{1}{u^{\alpha}}\right) & \text { for } 0<u \leq 1, \\ 0 & \text { for } u=0\end{cases}
$$

and let $P_{n}$ be a polynomial approximation on $\left[0,(1+\delta)^{-1 / \alpha}\right]$ of

$$
h_{n}(u)= \begin{cases}f\left(a_{n}-1+\frac{1}{u^{\alpha}}\right) & \text { for } 0<u \leq 1 \\ 0 & \text { for } u=0\end{cases}
$$

The approximation intervals have been chosen such that they are mapped onto $(-\infty$, $\left.a_{1}-\delta\right]$ and $\left[a_{n}+\delta, \infty\right)$, respectively. Note that the arguments of $f$ are inverses of the expressions in the definition of $\mathcal{F}_{A}$. Thus, if $P_{0}(u)$ approximates $h_{0}(u)$ with error $\epsilon$ for $u \in\left[0,(1+\delta)^{-1 / \alpha}\right]$, then, for every $x \in\left(-\infty, a_{0}-\delta\right]$, we have

$$
|\tilde{f}(x)-f(x)|=\left|\tilde{f}\left(a_{1}+1+u^{-\alpha}\right)-f\left(a_{1}+1+u^{-\alpha}\right)\right|=\left|P_{0}(u)-h_{0}(u)\right| \leq \epsilon
$$

An analogous result holds for the positive tail. It now suffices to show, using Lemma 6.15 , that a suitable $P_{0}$ can be constructed for $h_{0}$. For this, let us find the maximum value of $l$ for which $h_{0}^{(l)}$ is continuous on $\left[0,(1+\delta)^{-1 / \alpha}\right]$. The only difficult part is continuity at 0 , for which we need $\lim _{u \rightarrow 0} h_{0}^{(l)}(u)=0$. Obviously $l \leq k$. The case $l=0$ is trivial. Using point 2 of Lemma 6.9 and assumption A.3, we get for $1 \leq l \leq k$ and $u \rightarrow 0$
$h_{0}^{(l)}(u)=\sum_{j=1}^{l} \beta_{j} f^{(j)}\left(a_{1}+1+u^{-\alpha}\right) u^{-j \alpha-l}=\sum_{j=1}^{l} \beta_{j} O\left(u^{\alpha(j+1)}\right) u^{-j \alpha-l}=O\left(u^{\alpha-l}\right)$,
and to get $\lim _{u \rightarrow 0} h_{0}^{(l)}(u)=0$ we need $\alpha-l>0$ and $l \leq \alpha-1$. Thus $h_{0}$ has at least $\min (\alpha-1, k)$ continuous derivatives, and the result follows from Lemma 6.15(3). The proof for the right tail is analogous.
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[^1]:    ${ }^{1}$ For example, the p.d.f. of the sum of two independent $\chi^{2}$ r.v.'s with 1 degree of freedom has no singularity, even though the p.d.f.'s of both arguments do.

[^2]:    ${ }^{2}$ The sum of two i.r.v.'s with p.d.f.'s $0.25 x^{-0.75}$ on $[0,1]$ has a singularity at zero, while the sum of two $\chi^{2}$ distributions with 1 degree of freedom does not.

[^3]:    ${ }^{3}$ Namely, recursively splitting the approximation interval or factoring the singularity out of the function.

[^4]:    ${ }^{4}$ Independence is always assumed. For example, in the expression $\mathrm{C} * \mathrm{C}$, both uses of C are treated as independent r.v.'s.

[^5]:    ${ }^{5}$ The families $\mathcal{F}_{k}$ are not closed under logarithms. To see this, construct a density consisting of rectangles, the height of which decreases as $1 / x$.

