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Abstract. The first five editions of the CheckThat! lab focused on the
main tasks of the information verification pipeline: check-worthiness, ev-
idence retrieval and pairing, and verification. Since the 2023 edition,
the lab has been focusing on new problems that can support research
an decision-making during the verification process. In this 2024 edition,
we focus on new problems and —for the first time— we propose six
tasks in fifteen languages (Arabic, Bulgarian, English, Dutch, French,
Georgian, German, Greek, Italian, Polish, Portuguese, Russian, Slovene,
Spanish, and code-mixed Hindi-English): Task 1 is on estimation of
check-worthiness (the only task that has been present in all CheckThat!
editions), Task 2 is on identification of subjectivity (a follow up of the
CheckThat! 2023 edition), Task 3 is on identification of teh use of persua-
sion techniques (a follow up of SemEval 2023), Task 4 detection of hero,
villain, and victim from memes (a follow up of CONSTRAINT 2022),
Task 5 Rumor Verification using Evidence from Authorities (a first), and
Task 6 robustness of credibility assessment with adversarial examples (a
first). These tasks represent challenging classification and retrieval prob-
lems at the document and at the span level, including multilingual and
multimodal settings.

Keywords: disinformation · fact-checking · check-worthiness · subjec-
tivity · political bias · factuality · authority finding · model robustness

General and task coordinators appear first, in alphabetical order.
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1 Introduction

During its previous five editions, the CheckThat! lab has focused on developing
technology to assist the journalist fact-checker during the main steps of the
verification process [31, 11, 10, 7, 6, 32, 33, 29, 30, 5, ?]. Given a document, or a
claim, it first has to be assessed for check-worthiness, i.e. whether a journalist
should check its veracity. If this is so, the system needs to retrieve claims verified
in the past that could be useful to fact-check the current one. Further evidence
to verify the claim could be retrieved from the Web, if necessary. Finally, with
the evidence gathered from diverse sources, a decision can be made: whether the
claim is factually true or not. This year, we propose six tasks:
Task 1 Check-worthiness estimation: to identify claims that could be im-
portant to verify on social- and mainstream media (the only task that has been
organized during all editions of the lab; cf. Section 2).
Task 2 Subjectivity in news articles: to spot text that should be pro-
cessed with specific strategies [41]; benefiting the fact-checking pipeline [21, 23,
50] (cf. Section 3).
Task 3 Persuasion techniques: to identify text spans in which a persuasion
technique is being issued to influence the reader (cf. Section 4).
Task 4 Detecting hero, villain, and victim from memes: to predict the
role of each entity: hero, villain, victim, or other in a given meme and a list of
entities (cf. Section 5).
Task 5 Rumor Verification using Evidence from Authorities: to retrieve
evidence from trusted sources (authorities that have “real knowledge” on the mat-
ter) and determine if the rumor is supported, refuted, or unverifiable according
to the evidence (cf. Section 6).
Task 6 Robustness of credibility assessment with adversarial exam-
ples: to discover examples indicating low robustness of misinformation detection
models (cf. Section 7).

2 Task 1: Check-Worthiness Estimation

Motivation Fact-checking is a complex process. Before assessing the truthful-
ness of a claim, determining if it can be fact-checked at all is essential. Given the
time-consuming nature of this process, it is important to prioritize claims that
are important to be fact-checked.

Task definition The aim of this task is to assess whether a statement, sourced
from either a tweet or a political debate, requires fact-checking [1]. To make
this decision, one must consider questions such as “Does it contain a verifiable
factual claim?” and “Could it be harmful?” before assigning a final label for its
check-worthiness.
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Data The dataset is comprised of multigenre content in Arabic, English, Dutch
and Spanish. The Arabic and Dutch datasets consist of tweets that were col-
lected using keywords related to COVID-19 and vaccines, following the anno-
tation schema described in [2]. The dataset for English consists of transcribed
sentences from candidates during the US presidential election debates and an-
notated by human annotators [4]. We use essentially the same dataset reported
in [4], with some updates that reflect improved annotation accuracy. The Span-
ish dataset consists of tweets collected from Twitter accounts and transcriptions
from Spanish politicians, which are manually annotated by professional journal-
ists who are experts in fact-checking. These datasets include 8.9k, 1.9k, 23.9k
and 30k instances in Arabic, Dutch, English, and Spanish, respectively [1, 28].
We split them into training (∼74%), development (∼12%), and development-test
(∼15%) sets (an average estimate from all languages) to facilitate training, pa-
rameter tuning, and to obtain initial results on the development-test set. For the
evaluation of systems in this lab edition, new test sets containing ∼500 instances
per language will be released.

Evaluation This is a binary classification task and we evaluate it on the basis
of the F1-measure on the check-worthiness class.

3 Task 2: Subjectivity Detection

Motivation Verifiable facts are not only communicated in objective and neutral
statements, but can also be found in subjectively colored ones. While objective
sentences can be directly considered for verification, subjective ones require ad-
ditional processing steps, e.g., extracting an objective version of the contained
claims.

Task definition Given a sentence from a news article, determine whether it
is subjective or objective. This is a binary classification task and is offered in
Arabic, English, German, Italian and in a cross-lingual setting.

Data For training and validation we provide 1.9k sentences in Arabic, 1.3k in
English, 1.3k in German, and 2.2k in Italian from last year’s iteration [12]. About
300 new sentences are being collected and labelled for each language to be used
as novel test sets. The dataset for the cross-lingual setting will be compiled from
the individual datasets of the aforementioned languages.

Evaluation We use macro-averaged F1-measure as the evaluation metric.

4 Task 3: Detection of Persuasion Techniques in News
Articles

Motivation A major characteristic of disinformation is that it is not just about
lying, but also about convincing people to think or to act in a specific way.
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Thus, it is conveyed using specific rhetorical devices: persuasion techniques (e.g.,
emotional appeals, logical fallacies, personal attacks). Here, we aim to detect the
use of such techniques in news articles in various languages.

Task definition Given a set of news articles and a list of 23 persuasion tech-
niques organized into a 2-tier taxonomy, including logical fallacies and emo-
tional manipulation techniques that might be used to support flawed argumen-
tation [35], the task consists of identifying the spans of texts in which each
technique occurs. This is a multi-label multi-class sequence tagging task.

Data We will use an existing corpus, consisting of 2k news articles in 9 languages
annotated with 48K instances of persuasion techniques [36], as our training
dataset. A new test dataset of ∼ 500 news articles in Arabic, Bulgarian, English,
Portuguese, and Slovene will be provided.

Evaluation The task is evaluated using an extension of the F1-measure taking
into account partial overlaps between predicted and golden spans [9], and an
evaluation at both coarse- and fine-grained level with respect to the type of
persuasion technique is envisaged.

5 Task 4: Detecting the Hero, the Villain, and the Victim
from Memes

Motivation Memes, characterized by their diverse multimodal nature, are fre-
quently employed to communicate intricate concepts effortlessly on social media.
However, this simplicity can sometimes oversimplify intricate concepts, leading
to the potential delivery of harmful content, often wrapped in humor. While
previous studies identified various types of harm caused by memes [24, 38, 43,
47], they largely overlook nuanced analyses like “narrative framing”, especially
in resource-constrained settings. Current approaches have limitations in address-
ing multimodality and reasoning about visual and semantic elements in memes,
as noted in prior findings [45]. Identifying narrative roles in memes is crucial for
in-depth semantic analysis, especially when examining their potential connection
to harmful content like hate speech, offensive material, and cyberbullying [44].

Task definition The task aims to determine the roles of entities within memes,
categorizing them as “hero”, “villain”, “victim”, or “other” in a multi-class classi-
fication setting that considers systematic modeling of multimodal semiotics [45].

Data We already have the HVVMemes dataset [46], including 6.9k labeled in-
stances. Additionally, we will introduce a new test dataset of 500 instances for
the following languages: Arabic, English, and code-mixing of Hindi and English.

Evaluation The macro-averaged F1-measure will primarily assess model per-
formance. Two role-label experts will annotate each official test set, overseen by
a consolidator following guidelines from previous work [46].
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6 Task 5: Rumor Verification using Evidence from
Authorities

Motivation Several existing studies addressed rumor verification in social me-
dia by exploiting evidence extracted from propagation networks or the Web [34,
20, 18]. Finding and incorporating authorities for rumor verification in Twitter
was proposed recently [17, 16, 15]. In the previous edition of the lab, we offered
the task of Authority Finding in Twitter [19]; this year, we offer a follow-up
task with the objective of retrieving evidence from timelines of authorities, and,
accordingly, deciding whether the rumors are supported, refuted, or unverifiable.

Task definition Given a rumor expressed in a tweet and a set of authorities
(one or more authority Twitter accounts) for that rumor, represented by a list of
tweets from their timelines during the period surrounding the rumor, the system
should retrieve up to 5 evidence tweets from those timelines, and determine if
the rumor is supported (true), refuted (false), or unverifiable (in case not enough
evidence to verify it exists in the given tweets) according to the evidence. This
task is offered in both Arabic and English.

Data The dataset comprises 160 Arabic rumors expressed in tweets selected
from the AuFIN [17, 19] and AuSTR [16, 15] datasets, and 693 timelines of au-
thority Twitter accounts comprising about 34k annotated tweets in total. The
same data will be automatically translated to English and validated manually.
The data will be split into 60%, 20%, and 20% of the rumors for training, de-
velopment, and testing respectively.

Evaluation The official evaluation measure for evidence retrieval is Mean Av-
erage Precision (MAP). The systems get no credit if they retrieve any tweets for
unverifiable rumors. Other evaluation measures to be considered are Recall@5
and Precision@5. For rumor classification, we use the F1-measure. Additionally,
we also consider a strict evaluation where the rumor label is considered correct
only if at least one retrieved authority evidence is correct.

7 Task 6: Robustness of Credibility Assessment with
Adversarial Examples

Motivation The aim of the task is to assess the robustness of text classifiers
in the misinformation detection domain, i.e. their resilience to input data that
were purposefully prepared to elicit a misguided response, known as adversarial
examples (AEs). The vulnerability of deep learning models to AEs has been
initially shown for image classification [13, 48], but such weaknesses exist for text
as well, even though finding them is more challenging [51]. However, exploring
this area is of paramount importance, especially in the case of misinformation
detection challenges, where motivated adversaries are active [39].
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Task definition The task is realized in five domains: style-based news bias
assessment (HN), propaganda detection (PR), fact checking (FC), rumour de-
tection (RD) and COVID-19 misinformation detection (C19). For each domain,
the participants are provided with three victim models, trained for the corre-
sponding binary classification task, as well as a collection of 400 text fragments.
Their aim is to prepare adversarial examples, which preserve the meaning of the
original examples, but are labelled differently by the classifiers.

Data The task is based on the publicly available corpora with expert-annotated
credibility used in the BODEGA framework [40]. HN uses news articles [37]
gathered for SemEval-2019 Task 4 [25]; PR is based on the corpus accompanying
SemEval-2020 Task 11 [8], with 14 propaganda techniques annotated in 371
newspapers articles by professional annotators; FC uses the claims-evidence pairs
gathered for FEVER [49]; RD is based on the augmented dataset of rumors and
non-rumors for rumor detection [14], created from Twitter threads. Additionally,
C19 will use a previously unreleased dataset [22, 27].

Evaluation The quality of the adversarial examples will be assessed using the
BODEGA score [40], which combines the change in the classifier’s decision with
the similarity between the original and modified example: character-level through
Levenshtein distance [26] and semantic using BLEURT [42].

8 Conclusions

The seventh edition of the CheckThat! lab at CLEF provides a diverse collection
of challenges to the research community interested in developing technology
to support and understand the journalistic verification process. The tasks go
from core verification tasks such as assessing the check-worthiness of a text to
understanding the strategies used to influence the audience and identifying the
stance of relevant characters on questionable affairs. For the first time, the lab
looks at the impact of data purposefully shaped to disguise classifiers for different
relevant tasks. As in every year, the evaluation framework for all tasks is freely
released to the community in order to foster the development of technology
against disinformation and misinformation.
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