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Lecture schedule

1 Entropy and information.

2 Source coding.

3 Stationary ergodic processes.

4 Lempel-Ziv code.

5 Exponential families.

6 Fisher information.

7 Kolmogorov complexity.

8 Kolmogorov complexity and entropy.
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Prerequisites and grading

Prerequisites:

probability,

calculus,

automata theory,

script programming.

Grading:

50% laboratories (projects) + 50% written exam
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Course website: www.ipipan.waw.pl/~ldebowsk/teaching.html
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