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The dawn of large language models

e BERT, GPT-3, LaMDA, Palm — language models based on
transformers and trained on nearly internet-sized corpora...

@ ... excel at solving traditionally understood tasks in natural
language processing (machine translation, etc.),
@ ... can also generate quite arbitrary texts on demand:
e rhymed poems,
@ school essays,
o simple computer programs,
o formalized proofs for automated theorem provers.
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Question answering

m Which blade was used by the hero in Jabberwocky?

In the poem "Jabberwocky" by Lewis Carroll, the hero uses a "vorpal blade" to slay the
fearsome Jabberwock. The vorpal blade is described as a weapon of great power and
sharpness, capable of cutting through anything in its path. It is not clear what type of
blade the vorpal blade is intended to represent, as it is a fictional weapon created by the
author. Some readers have speculated that it may be a sword, a knife, or some other type
of bladed weapon. Ultimately, the specific type of blade used by the hero in
"Jabberwocky" is a matter of interpretation.
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Rhymed verses

Please write a rhymed poem about large language models.

Language models so large,

They run on a barge,

Training on data that is vast,

They generate predictions that last.

The power of these models is clear,
They can predict with no fear,
With accuracy out of sight,

They bring a helpful light.

From natural language processing,
To text classification,

These models are a must,

A technology we can trust.
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Programming

Write a Python function that checks if a number is a prime

def is_prime (number) :
if number == 0 or number ==
return False
for x in range(2, number):
if number % x ==
return False
return True
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Ban it!
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Stack Overflow for

Teams - Start
collaborating and
sharing organizational
Knowledge.

S stackoverflowrmn  Q searcr

Temporary policy: ChatGPT is banned

Asked 2months ago  Modified today  Viewed 526k times.

Use of ChatGPT?! generated text for content on Stack Overflow is

3092 temporarily banned.

Please see the Help Center article: Why posting GPT and ChatGPT
answers is not currently.

This is a temporary policy intended to slow down the influx of answers and other content created
with ChatGPT. What the final policy will be regarding the use of this and other similar tools is
something that will need to be discussed with Stack Overfiow staff and, quite likely, here on Meta
Stack Overflow.

Overall, because the average rate of getting correct answers from ChatGPT is too low, the
posting of answers created by ChatGPT is substantially harmful to the site and to users
Wwho are asking and looking for correct answers.

The primary problem is that while the answers which ChalGPT produces have a high rate of
being incorrect, they typically look like they might be good and the answers are very easy to
produce. There are also many people trying out ChatGPT to create answers, without the
expertise or willngness to verify that the answer is correct prior to posting. Because such
answers are so easy to produce, a large number of people are posting a lot of answers. The
volume of these answers (thousands) and the fact that the answers often require a detalled read

by someone with at least malter expertise in orger that the answer i

Welcome!

“This site is Intended for bugs, features, and
discussion of Stack Overflow and the
software that powers it. You must have an
‘account on Stack Overflow to participate.

Help

‘The Overflow Blog

# Because the only thing worse than
buiding intemal tools is maintaining
them.

7 Monitoring debt builds up faster than
Software teams can pay it off

Featured

& Temporary policy: ChatGPT is banned

2 Microsoft Azure Collecive launch and
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Don’t Ban ChatGPT in Schools. Teach
With It.

OpenATs new chatbot is raising fears of cheating on homework,
but its potential as an educational tool outweighs its risks.

ovemsance B[] Case
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Believe it... or not!
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= Emai LaMDA is Google’s latest artificial intelligence (AI) chatbot. Blake
¥ Toitter & Lemoine, a Google Al engineer, has claimed it is sentient. He’s Benjamin Curtis
W fecskock %0 been put on leave after publishing his conversations with @ e

uerin Phicsaphy and

s &
Etics, Notingham Trent

in Linkedin LaMDA. University

i Julian Savul
If Lemoine’s claims are true, it would be a milestone in the o et W
history of humankind and technological development. e ot Disinguished

Google strongly denies LaMDA has any sentient capacity. Chairin Practical

Uriversiy of Oxford

LaMDA certainly seems to “think” i
3 g

is a person capable of
decinecond i taaiii
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How come and what next?

Large language models appeared quite suddenly...

. made a huge progress within a few years,

°
°

@ ... exhibit curious emergent behaviors.

@ We are largely intellectually unprepared for their arrival.
°

Besides programming, we need theoretical insight:
neuroscience, mathematics, philosophy, physics, ...
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My own interests in abstract language models

| did my masters in theoretical physics (statistical mechanics).

@ Later | worked in statistical natural language processing
(part-of-speech tagging of the IPI PAN corpus of Polish).

@ But my heart was taken by power laws and information theory
(Zipf's law, Hilberg's hypothesis, refutation of finite-state models).

@ | did my PhD in information theory

and stochastic processes with long memory.
INFORMATION THEORY

@ Ever since then | have been working on mathematical MEETS POWER LAWS
foundations of statistical language modeling
(measure theory, ergodic decomposition, excess
entropy, Kolmogorov complexity, universal coding
and universal prediction).

@ Quite a lot of pretty abstract math...

WILEY
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Language Models & Power Laws



Power laws
0®000000

Power Laws in Language Models
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What is a power law?

N, V — some quantities of interest
V o N7 for some parameter v > 0 or v < 0
A rough method of detection: the log-log plot
el
1om L

100 -
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Power laws in complex systems

general math:

@ Zipf's law

@ fractals
physics:

@ Kepler's third law

@ Stefan-Boltzman's law
biology:

@ Kileiber's law

@ allometric laws

@ Taylor’s law
science of cities:

@ Gibrat's law

@ allometric laws
economics:

@ distribution of income

An interesting book:

5 & | y T
i 9
[\ el L
The Universal Laws of Life,

Growth, and Death inQrganisms,

CHi&% jand E8mpanias

Geoffren

Wesl
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Zipf-Mandelbrot's and Herdan-Heaps' law

Shakespeare’s
First Folio/35 Plays:

rank  freq  word
r(w) f(w) w
1 21557 I
2 19059 and
3 16571  to
4 14921  of
5 14491 a
6 12077 my
7 10463 you
8 9789 in
9 8754 is
10 7428  that

Numbers of tokens and types:
N=> fw), V=> 1

Zipf-Mandelbrot's law:

r(w) =

s P E 0D

Herdan-Heaps' law:

V < N, Be(0,1).
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Language models — Cross entropy

Let us write text (X1, X2, ...y XT) a5 Xy .

A language model is a (probability) measure on tokens:

QUxelx{"1) >0, > Qxelx{Zp) = 1.
Xt
The cross entropy of the model is the mean minus log-probability:
1T
— 3 2 log Qlxelx ") > 0.
t=1

It is the average surprisal of model @ on text xlT.

We seek for Q that is a computable function of training data xlT

and minimizes cross entropy on different data, called the test data.
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Language models — Embeddings and transformers

In language models based on transformers, probabilities
Q(xt|xtt:,%,,) are computed by stacking two mechanisms:

e embeddings — vectors x; corresponding to words/concepts,

@ attention — a nonlinear operation on embeddings

t—1

exp(xe - )
Y = Z u Xs.

M Drme—m &p(xe - x;)

The GPT-3 language model:
e Number of parameters: N = 175 billions (800 GB RAM).
o Context length: M = 2048 words.

e Training data: Common Crawl (410 bln, 60%), WebText2
(19 bin, 22%), books (67 bln, 16%), Wikipedia (3 bln, 3%).
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Language models — Power laws

Q(N, T) — model with N parameters trained on T tokens.
L(N, T) — cross entropy of Q(N, T) on the test data.
Kaplan et al. (2020) observed empirically that

No\7  To| No\ ™ [ To\7"
— + — A~ max< [ — | =
N T N T

for Np = 6.4 x 103, Ty = 1.8 x 103, 4 = 0.076, v = 0.103.

L(N,T) =

The more data and the more parameters, the better is the model:

T\ T Ny \ N
£ (oo, T)%(ﬁ) ) E(N,oo)z<,\;’> , L(co,00) = 0.

For each T there is roughly an optimal N = Ny(T /To)Y7/ M,
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A Toy Language Model
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A toy model of language — Santa Fe processes

Santa Fe processes are sequences (X¢)een of pairs
Xt = (Kt9 ZK:)

where (K¢)een, called narration, is a sequence of natural numbers
and (Zk)ken, called knowledge, is a sequence of coin flips.

A semantic interpretation

Process (X¢)ten is a sequence of propositions describing
knowledge (Zk)ken at random but consistently:

@ Proposition X; = (k, z) asserts that the k-th coin flip is z,
in such way that one can determine both k and z.

e For X¢ = (k,z) and Xs = (k’, 2’) we do not know in advance
which coin flips they describe but k = k' — z = 2’

V.
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Narration model — Multiperiodic sequences

A multiperiodic sequence:
1,2,1,3,1,4,1,2,1,5,1,6,1,2,1,3,1,7,1,2,1,8,1,4,1,2,1, ...

The rule of generation:

If we delete tokens < 1, type 1 appers every w1 = 2 tokens.
If we delete tokens < 2, type 2 appers every wp = 3 tokens.
If we delete tokens < 3, type 3 appers every w3 = 4 tokens.

If we delete tokens < r, type r appers every w, = r + 1 tokens.
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Multiperiodic sequences — The algorithm

Require: List 7w[r] € N for r € N.
Require: List ¢[r] =1 for r € N.
Ensure: List k[t] € N for t € N.

1: for t € Ndo

2 Factive := 0

3 lirer == 1

4: while rytjve = 0 do

5: if ¢[riter] > 1 then
6: ¢["|ter] = d)[riter] -1
7 else

8 Factive ‘= Fiter

9: Fiter *= Fiter + 1

10: ¢[ractive] = 7T[ractive]
11: k[t] 1= Factive

> periods
> clocks
> multiperiodic sequence
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Multiperiodic sequences — Relative frequency

The relative frequency of types > r:

T

1
f, .= lim 721{& >r}

- (- 2) ()

Let 7, = cr for some ¢ > 0 and all r € N. We may estimate

r—1 1 7 1
f, =~ ex log 1 — — ] =~ ex log (1 — — ) dx
, R exp » g( Ci) |o/l g( cx)

i=1

"d I
~ exp <_/ _x> = eXp (_ Og r> _ r—l/C.
1 €x c
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The waiting time and the number of types

The waiting time and the number of types:

w, . =min{teN:kg=r}>r
ng .= #{ki,kay..onke} =max{reN:w, <t} <t

A sandwich bound:

Let t, = cr for some ¢ > 0 and all r € N. We have

w, ~ r(c+1)/c, ng ~ tc/(c+1).
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Multiperiodic Santa Fe process — Model of learning

Environment:

A learning agent observes (X¢)een with X¢ = (k¢, Z,), where
narration (k¢)een is a known multiperiodic sequence and
knowledge (Zk)ken is a sequence of independent coin flips.

Goal:

The learning agent has to read first T data points XlT, then to
compute N binary parameters BN = g1(X;"; N), and finally to
predict the remaining sequence as X7.; = g»(T + i; BN).

Loss: We want to minimize the error rate

1 N
L(N,T):= ,|_'>n;o N Z 1{XT+i # XT+i}-
i=1
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Multiperiodic Santa Fe process — Optimal learner

Optimal parameters:

Parameters BlN should be chosen as the optimal estimators of coin
flips ZlN. If token (r, Z,) appears in data X, setting B, = Z,
can be actually carried out. If token (r, Z,) does not appear in
data XlT then we may put B, = 0. In this way, we obtain

B — Z, r<NAnr,
" 0, r>NAnr.
We apply notation @ A b := min {a, b} and a vV b := max{a, b}.

Optimal predictors:
The optimal predictors are

Xtii = (k14is Biy,;)-
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Multiperiodic Santa Fe process — Error rate

Hence, the test loss is the relative frequency of (Zk,,; # Bkr.;).
: —1y!
LN, T) = lim 175 1{Zey,; # By}
Averaging over random knowledge (Z)ken, we derive

EL(N,T)= lim 1Y) P(Zk;., # Bky.;)

I—o00

1
== lim 17V 1{kri > N Ang} = Mo,
2 I—oc0

Let 7, =~ cr. We have £, ~ r=1/€ and n, ~ t/(ct1) Hence

—1/c _ 1 1
T N1/c v T1/(c+1)"

EL(N, T) ~ [N A Te/(e+1)
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Is This Relevant?
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Santa Fe decomposition

@ When we read a text in natural language, we may feel that it
consists of contiguous propositions describing discrete facts.
@ Since there are only countably many distinct propositions x;
and countably many distinct mentioned facts bx, we may
enumerate them by natural numbers and arrive at a
representation of individual propositions x; = (k¢, by) that
resembles Santa Fe decomposition x¢ = (k¢, 2k, ).
@ Two delicate questions are:
— Can decompositions (k¢, by) be effectively computed?
— Does ki = kg imply by = by:?
Only then we may define immutable facts z, := b; for ky = r.
@ But even if k; = kg implies by = by only for time indices t
and t’ that are close enough then the text still exhibits some
properties of the Santa Fe process.
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Conditional determinism of narration

@ The Santa Fe decomposition posits that text (x¢)een is a
composition of knowledge (zk)ken and narration (k¢)een.

@ Is there a good reason to suspect that the narration is
deterministic given the knowledge and resembles the
multiperiodic process?

@ Determinism of narration is equivalent to zero entropy rate
and, as everyone knows, Shannon (1951) showed that the
entropy rate of natural language is 1 bit per letter.

@ There have been researchers like Hilberg (1990), looking at
the same data and claiming the zero entropy rate.

@ The stake is high and it is better to stay cautious.
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Tampering with the multiperiodic algorithm

@ The multiperiodic algorithm seems an interesting model for
combining determinism and randomness in narration.

@ We may tamper with clocks ¢,, set them at random values,
reset them with certain probabilities, introduce correlations.

@ All of this can make the output sequence (k¢)¢en more similar
to the rhythm of daily chores or human utterances:

— there may be cycles of varying time scales,
— there may be repetitions,

— there may be hierarchical structures,

— there may be bursts and lulls,

— there may be some residual randomness.

@ The open problem seems to uncover the true dynamics of
clocks ¢,. Is it a more transparent approach to artificial
intelligence than transformers?
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