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Dependence of Spectrogram from Graph Spectral Clustering
in Text Document Domain on Word Distribution Models
(Extended Abstract)

Abstract. Based on our earlier studies, we hypothesize that the shape of the spectrogram
of a Laplacian of similarity matrix, used in Graph Spectral Clustering, could be attributed
to writing style of the authors of the document group in the cluster. We investigate this
hypothesis for a couple of models of word distributions.
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1 Introduction

This work aims to extend our previous studies on the specific shapes of combinatorial Laplace
spectrograms, to unravel the hidden nature of graph spectral analysis (GSA) methods.

Despite its effectiveness, the “black box” nature of GSA makes companies reluctant to
use it because the analysis results are expressed in terms of vectors and eigenvalues [6, 10].
This situation prompted the emergence of the so-called Explainable Artificial Intelligence
(XAI) [1].

Previous research in GSA focused on exploring a few eigenvalues and eigenvectors [9].
However, we discovered that one could also use the full eigenvector spectrogram of eigen-
values [2]. This spectrum proved to be sufficient for classification [2], incremental clustering
[4], hashtag explanation [8], and others. However, the question of why the aforementioned
application areas benefited from eigenvalue spectrograms remained open. We hypothesize
that the characterization of clusters/classes via spectrograms is possible due to the specific
“style” of writing. The investigation, outlined in detail in Section 3 is an extension of the
work in this direction presented in [5] by exploring another theory of word distribution in
documents, namely the lognormal distribution. The experimental results are presented in
Section 4. Section 2 overviews related work, while Section 5 presents our conclusions and
outlines future resear ch.

2 Related Work

GSA in the clustering domain, explanation of which we want to contribute to here, is typically
carried out using relaxations of ratio cut (RCut) graph clustering techniques. A similarity
matrix is transformed to its Laplacian, for which the matrix of its eigenvectors is computed. A
column submatrix linked to the k lowest eigenvalues of the related graph Laplacian is used as
graph embedding, and rows of which are subjected to the k-means method [9]. For a similarity
matrix S between pairs of items (e.g. documents), a combinatorial Laplacian L is defined as

L(S) = T (S) − S, (1)

where T (S) is the diagonal matrix with tjj =
∑n

k=1 sjk for each j ∈ [n].
The RCut clustering criterion itself means splitting a graph into parts in such a way that

for each cluster, the average weight of links leading outside of a cluster is the lowest. Formally,
RCut aims at finding the partition matrix PRCut ∈ Rn×k minimizing the formula H ′LH
over the set of all partition matrices H ∈ Rn×k. This problem is NP-hard. GSC relaxes
it by permitting that H is a column orthogonal matrix without further constraints. Then the
solution is simple: the columns of PRCut are eigenvectors of L corresponding to the k smallest
eigenvalues of L. Further details can be found in e.g. [9].

The cosine similarity between the documents’ bag-of-words representations is typically
used to calculate the similarity matrix S between textual texts. (see e.g. [9]). Therefore,
in this simulation study, we use models of word distribution in order to generate artificial
documents. One of the earliest proposals of word distribution functions was so-called Zipf
law [11], generalized in a number of ways, including the Mandelbrot version [7], where the
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word distribution is proportional to:

Prob(wi; α, b) =
1

(i+b)α∑nw

ℓ=1
1

(ℓ+b)α

(2)

In this formula b plays the role of a distribution shift parameter, usually α ≈ 1 and b ≈ 2.7. i
ranges from 1 to nw, where nw is the number of words in the dictionary, and α is a parameter,
usually set to 1. We investigated this distribution type in a previous paper [5].

In this paper, we focus on the quite popular competing lognormal model [3]. The log-
normal distribution is defined as follows: Given a standard normal variable Z, and two real
variables µ, σ,the latter being positive real, the distribution of the random variable

Prob(wi; µ, σ) = 1
wiσ

√
2π

e− (log(wi)−µ)2

2σ2 (3)

is called log-normal distribution.

0 500 1000 1500

0
20

0
40

0
60

0

Dictionary size

Index

ei
ge

nv
al

ue

nw 800

nw 1000
nw 1200

nw 1400

nw 1600

0 500 1000 1500

0
20

0
40

0
60

0

lognormal distribution parameter

Index

ei
ge

nv
al

ue

mu 0

mu 1
mu 2

mu 3

Figure 1. Spectrogram dependence, for artificial data generated, left: on number of words in the dictio-
nary, right: on µ parameter

3 Experimental Settings

The goal of the study was to see if a generative model of synthetic texts may resemble actual
ones using a predetermined parameterized word distribution. That is if changes in various text
style elements impact shape of the spectrograms in such a way that spectrograms differentiate
the style. A generator was developed that generates artificial papers using a bag of dictionary
terms sampled based on certain word distribution criteria and other document attributes. The
appropriate combinatorial Laplacian spectra are examined and document similarity matrices
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are calculated for every set of created documents. To ascertain their impact, the parameters
are changed one at a time. We investigated the log-normal model (formula (3)) and checked
the following parameters: nw - dictionary size, µ - log-normal distribution parameter (mean),
σ - log-normal distribution parameter (standard deviation), doclen0 - document basic length.

In the experiments, one parameter was changed at a time, while the other ones were kept
at default level. Default parameters were: nw = 1000, µ = 0, σ = 4, doclen0 = 60, Table
1 lists the parameter value ranges used in the experiment. In each run, 1600 documents were
created.

Parameter Value Range
nw {800,1000,1200,1400,1600}
µ {0, 1, 2, 3}
σ {4,5,6,7,8,9,10}
doclen0 { 30,60,120,240,480}

Table 1. Ranges of parameters used in the experiments. %

4 Results of Experiments

The impacts of individual parameters on the spectrogram are presented in Figures 1 (nw, µ)
and 2 (doclen0, σ), An increase of nw (dictionary size) appears to move the spectrogram
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Figure 2. Spectrogram dependence, for artificial data generated, left: on σ parameter, right: on document
length.

downwards. An increase of µ (distribution parameter) appears to move the spectrogram
downwards. An increase of σ (distribution parameter) appears to move the spectrogram
downwards. Only n increase of doclen0 (document length) seems to move the spectrogram
upwards.
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5 Conclusions

We have studied the dependence of spectrograms of combinatorial Laplacian on several
parameters of document collections generated artificially from widely accepted log-normal
models of word distributions. All the generator parameters appear to impact the spectrogram
shape, confirming our hypothesis that the writing style io responsible for the capability to
discern between clusters/classes of textual documents via Graph Spectral Analysis.

The presented research results can be used as a basis for studies on document group
similarity or collective authorship, as well as experiments with synthetic data on the utility
of Laplacian eigenvalue spectra for Graph Spectral Analysis based clustering, incremental
clustering, and document classification. They can also enrich explanations of the results of
traditional spectral clustering, if an interpretation of log-normal distribution parameters is
found.
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