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Abstract. Hashtags play nowadays an important role in the current
social media world. They are usually deemed to represent topics of
e.g. tweets. As the number of hashtags is growing, an overview of
the information flow requires some method of grouping these hashtags.
The grouping requires a similarity measure. In this paper we propose
a novel measure of similarity between hashtags based on the Graph
Spectral Analysis.
Keywords: Graph Spectral Analysis, combinatorial Graph Laplacian,
eigenvalue spectrogram based similarity, artificial intelligence

1. Introduction

The so called Graph Spectral Analysis (GSA) represents a novel way of
looking into relationships between data objects that are characterized by
mutual similarity measures, and hence can be best described by a graph
with weights equal to these similarities. The similarity matrix is trans-
formed to e.g. combinatorial Laplacian, which in turn is subject to eigen-
decomposition. Eigenvectors constitute a new coordinate system into which
the data objects are embedded and thus may be subject of distance-based
data clustering or data classification methods [1, 2], also with hashtags [3].
The main stream of research concentrates on usage of a carefully selected
subset of eigenvalues and corresponding eigenvectors.
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Figure 1. Normalized spectrograms for samples of (left:) one single hashtag,
(right:) various hashtags

Our experiments (in Sect.3) have shown, however, that there exists a
possibility to use the entire eigenvalue spectrogram as a way to character-
ize classes within the aforementioned weighted graph of objects and conse-
quently, the similarity of the spectrograms is usually related to the similarity
of the classes themselves. The paper explains our methodology in brief in
Sect.2. It is based on the observation that spectra of combinatorial Lapla-
cian of random subsamples of the same class can be down-scaled to overlap,
while those from different classes do not.

2. The Method

Let S be a similarity matrix between pairs of items (e.g. tweets). It
induces a graph whose nodes correspond to the items. A(n unnormalised)
or combinatorial Laplacian L corresponding to this matrix is defined as

L = D − S , (1)

where D is the diagonal matrix with djj =
∑n

k=1 sjk for each j ∈ [n].
Let its eigenvalues be in non-decreasing order 0 = λ1 ≤ · · · ≤ λn.
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We proposed a function λCLSSAL : [0, 1] → R in such a way that

λCLSSAL

( n− i

n− 1

)
=

λi

n
. (2)

The linear interpolation is applied in-between.

Based on the above assumption, we can compute a “distance” between
a given new sample and the elements of a class as the area between the
λCLSSAL curves. So if the first subgraph G1 is characterized by λCLSSAL,G1

curve, and the second subgraph G2 is characterized by λCLSSAL,G2 curve,
then the dissimilarity is computed as

dissim(λCLSSAL,G2, λCLSSAL,G1) =

∫ 1

0
|λCLSSAL,G2(x)−λCLSSAL,G1(x)|dx

(3)

3. Experiments

We investigated this phenomenon for a small collection of hashtags ex-
tracted from Twitter tweets. Their names are listed in the first column of
the Table 1. We constructed a graph of tweets having only one hashtag from
this list, where the weights of the tweets are computed as cosine measure in
the bag-of-words vector space.

We investigated two types of subgraphs of this graph: subgraphs that
include all objects of the same hashtag and subgraphs of such graphs.

For each of the subgraph we computed the combinatorial Laplacian ac-
cording to equation (1). Then the function λCLSSAL() was created for each
subgraph based on the equation (2). Finally, the dissimilarity between the
spectrograms was computed according to equation (3).

Fig.1, left, represents overlapped diagrams of functions λCLSSAL() of
ten samples of tweets belonging to the same hashtag. It turns out that
the spectrograms of the subsets of the same hashtags are quite close to one
another.

Fig.1, right, represents overlapped diagrams of functions λCLSSAL() of
34 samples of tweets belonging to the various hashtags listed in the first
column of the table 1. It turns out that the spectrograms of the subsets
related to different hashtags may differ even substantially.
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Table 1. Closeness of hashtags based on eigenvalue spectrum
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Table 1 shows more details of dissimilarities between the chosen tags.
The column avg.dist presents the average dissimilarity of the given hash-
tag from the remaining ones, while std.dist shows the standard devia-
tion of dissimilarity. The column s.hashtag represents the closest hashtag,
with min.dist being the dissimilarity to it. As a contrast, subsamp.dist
represents the average dissimilarity to 100 samples from the same hashtag,
subsamp.err being the standard deviation of this measure. rel.subsamp.dist
is the quotient of subsamp.dist / avg.dist.

rel.subsamp.dist demonstrates that in fact the samples from the same
hashtag are closer to one another than to other hashtags.

The hashtag #lolinginlove seems to be most distant from all the other
hashtags on average, while #blacklivesmatter seems to be close to many
other hashtags from the list. The hashtag #puredoctrinesofchrist seems
also to be distant from the other, though it is quite near to #anjisalvacion.
#covid has a characteristic quite similar to #coronavirus.

Based on the dissimilarity matrix, most dissimilar hashtags were identi-
fied as follows: The first one was that with the highest sum of dissimilarities
to other hashtags. The other were added with the highest sum of dissimi-
larities to those already chosen. The following list of hashtags was obtained
in this way: #lolinginlove, #puredoctrinesofchrist, #anjisalvacion, #now-
playing, #tejran, #tejasswiprakash, #1, #ukraine, #bbnaija, #90dayfiance,
#tigraygenocide, #treasure, #whatshappeninginmyanmar, #100daysofcode,
#bitcoin, #writingcommunity, #smackdown, #maga, #wweraw, #loveis-
land, #cdnpoli, For each hashtag 100 samples from 30% of its tweets were
drawn and classification via the smallest dissimilarity to the hashtag spectra
was performed. The computations were performed with increasing number
of hashtags from this list. The results are shown in Table 2. For first
two hashtags were taken (#lolinginlove, #puredoctrinesofchrist), no classi-
fication error was made. When the third was included (#anjisalvacion),
1.3% error was observed. With 11 hashtags, 9.8% classification error was
observed. The F1 measure is also reported in this table.

4. Conclusions

We have elaborated a new characterization of topical groups of objects,
like tweets, via a characteristic spectrum of combinatorial Laplacian. It
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no. of hashtags 2 3 4 5 6 7 8 9 10 11
error % 0.00 1.33 1.75 0.60 4.83 7.00 9.75 9.22 8.20 9.82
F1*100 100.00 98.67 98.25 99.40 95.18 93.03 89.99 90.53 91.71 90.03

no. of hashtags 12 13 14 15 16 17 18 19 20 21
error % 14.17 16.77 19.07 18.47 20.75 23.53 26.22 30.47 26.90 29.38
F1*100 85.74 83.18 80.86 81.00 78.90 76.04 73.61 69.37 72.89 70.60

Table 2. Classification errors and F1 measure for most distant hashtags.

appears to be quite a stable descriptor of samples from the same population,
while discriminating different populations. Potential applications seem be as
ingredients in classification and clustering tasks as well as data visualization
and hashtag recommendation [4, 5].

It requires further research as to what causes this spectral behavior for
similar and different hashtags.
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